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In this paper we analyze the properties of an interface between two immiscible electrolyte solutions. The study is conducted using high concentrations of an ionic salt in the aqueous phase (1 and 3 mol\(\cdot\)dm\(^{-3}\) MgCl\(_2\)). The profile of the electric potential drop across the interface is calculated, and it is concluded that the surface potential is originated by the orientational anisotropy of the solvents near the interface. The ionic density profile shows a monotonic decrease as the ions approach the interface. The resultant ionic net charge density was found to be null across all the simulation box, within statistical uncertainty, confirming that the potential drop is only caused by the orientation of the solvent molecules. The orientational structure of the solvents is not disturbed by the presence of the ions. The radial distribution functions for the hydration shell of the ions show that the hydration shell remains almost unaffected at the interfacial region. The hydration number is reduced with the increase of the ionic concentration, a fact explained by the decrease of the H\(_2\)O/ion ratio. Ionic diffusion is anisotropic in all extension of the simulation box, being slower toward the interface than parallel to it. This anisotropy is due to the existence of an impenetrable barrier to displacements normal to the interfacial plane. It was also observed that the diffusion near the interface was faster than in the bulk solution. This effect is mainly caused by the smaller density of the interfacial region.

I. Introduction

The interface between two immiscible electrolyte solutions has been a subject of investigation for more than a century. The wide range of physical, chemical, and biological phenomena that are directly related to them justifies the research effort that is still presently being done to understand the peculiar properties of those systems. Liquid chromatography, mass transport across liquid phases, interfacial catalysis, drug delivery to the cells, or extraction processes are a few examples of important scientific problems which cannot be fully understood without a rigorous characterization of the interfacial region.\(^1\)–\(^4\)

Besides, there is an inherent fundamental interest in the study of biphasic systems, since they present a set of peculiar and exclusive properties. The original characteristics of the interfacial zone are generated by the discontinuous variation in many properties at the interfacial region, namely the composition, dielectric constant, as well as the anisotropic orientational structures of the solvents, and the specific associations between the immiscible solvents. Experimentally, the microscopic characterization of the interfacial region is a quite difficult task, since the interface corresponds to a zone of only several angstroms of thickness, which makes the limitation of the experimental probing to this sharp region a serious problem. Spectroscopic measurements, which are the experimental methods that provide more direct molecular information, are difficult to apply in those systems, since most of them do not distinguish the bulk molecules from the interfacial molecules. In that context, the received signal is originated mainly by the overwhelmingly most abundant molecules, the bulk ones. This problem can be overcome in the study of highly surface active substances, if they are almost only located at the interface, but not in the study of the solvents themselves, or in the study of most surface active agents, which are not exclusively located at the interface.

Therefore, until recently, only macroscopic properties such as the interfacial tension or electrochemical and transport properties have been successfully measured.

Recently, second-order spectroscopic methods (e.g.: sum frequency spectroscopy and second harmonic generation) have made possible the analysis of some interfacial properties, such as the orientational ordering of surfactants at the interface, the chemical composition of the materials adsorbed at the interface, adsorption/disadsorption kinetics, or the orientational ordering of the water molecules at the liquid/vapor interface.\(^5\)–\(^9\) In those methods the resultant signal comes only from the molecules located at noncentrosymmetric media, i.e., the molecules located at the interfacial region.

Another recent advance corresponds to the first direct measurement of the width of a liquid/liquid interface by Mitrinovic et al.\(^10\) The measurement was performed using a X-ray reflectivity technique, and resulted in an average width of 3.3 Å, in clear agreement with previous theoretical calculations. However, it is not clear if the method distinguishes the intrinsic interfacial width, resulting from the discontinuity of the matter, from the extrinsic width caused by the more global interfacial capillary waves.

As the experimental probing of the microscopic interfacial properties is still very limited, a significant part of the present knowledge about interfacial structure and dynamics comes from theoretical methods, namely molecular dynamics and Monte Carlo computer simulations.

These methods have direct access to molecular-level information, are adequate to study a wide range of interfacial thermodynamic, dynamic, and structural properties, and are able to relate them to the distance from the interface. They have been applied to the study of the more commonly used interfacial...
systems, as the water[nitrobenzene, water][1,2-dichloroethane, water][chloroform, or water][2-heptanone systems.\textsuperscript{11--14}

However, these theoretical studies have been restricted so far to the analysis of pure-solvent interfacial systems, neglecting the supporting electrolytes employed in experimental methods, but the supporting electrolytes are fundamental to performing one of the most important applications of two-phase chemistry, the transfer of ions between the two phases.

As most ions do not diffuse spontaneously from one phase to the other (the inorganic ions do not diffuse to the organic solvent and the organic ions do not diffuse to water), the application of an external electric field becomes necessary, using a pair of electrodes, each one in one of the phases. The supporting electrolyte is thus used to decrease the resistance of the solutions.

A proper interpretation of experimental results based in theoretical calculations must be done with simulations that reproduce in the most similar way the experimental environment. These observations motivated the present work, where the supporting electrolyte is included in the system. To begin with, the simulations were performed in the absence of external electric fields.

Magnesium chloride was the chosen supporting electrolyte, since it is commonly used in liquid/liquid electrochemical studies. The simulations are directed toward the study of concentrated electrolyte solutions, namely 1 and 3 mol dm\(^{-3}\). Usually experimental concentrations range from 0.005 mol dm\(^{-3}\) up to about 2 mol dm\(^{-3}\). The study of the more diluted cases by computer simulations is still not possible presently, due to the enormous computational power needed to average the properties of less abundant species such as the ions at low concentrations.

In the organic phase, however, the concentration of the supporting electrolytes cannot be so high as in the water phase, since the solubility of the organic ions is very small, usually less than 0.005 mol dm\(^{-3}\) in 2-heptanone. Even in the case of the more soluble organic salt in 2-heptanone that can be used in electrochemical processes, tetrahexylammonium 4-chlorotetraphenyl borate, the concentration employed experimentally does not exceed 0.01 mol dm\(^{-3}\). Under these conditions, our system is too small to include even one tetrahexylammonium 4-chlorotetraphenyl borate ionic pair (to include one ionic pair addition, the importance of one ionic pair among 702 HPT2 molecules, which is far beyond computational power). In addition, the importance of one ionic pair among 702 HPT2 molecules is negligible, especially considering that the ions do not approach the interface in the field-free case, and the large dimension of the ions, which hinders the approximations of the charged atoms to the water phase. Therefore, it seems more realistic not to include the organic ion in the HPT2 phase.

This paper is organized as follows. The water, HPT2, and ionic models, the potential functions, and the details of the simulations are outlined in the next section. Section III presents the results obtained in this study. Thermodynamic, structural, and dynamic properties of both solvents and of the supporting electrolyte are discussed, in bulk regions and at the interface. In section IV a picture of the properties of our interfacial system is drawn, based on the results reported in the previous section.

### II. Computational Model

#### A. Molecular Models and Potentials

The water molecules were described by the well-known SPC model.\textsuperscript{15}

The HPT2 molecules were modeled using the united atom formalism, where the CH\(_n\) (\(n = 1, 2, 3\)) groups are replaced by one interaction site centered on the C atom, with an interaction potential that reproduces implicitly the interactions of the individual atoms that constitute the united atom. This procedure generates a molecular model with eight interaction sites.

All bond lengths of the HPT2 molecule were held fixed, by applying the SHAKE algorithm\textsuperscript{16} with a preset tolerance of 10\(^{-8}\) Å. As the water molecules were treated as rigid bodies, using the quaternion formalism, the suppression of the HPT2 vibrational degrees of freedom allowed us to integrate the equations of motion with a time step of 2 fs, resulting in a better sampling of the configurational space. It should be mentioned that previous studies showed that these bond constraints do not affect the properties studied in this kind of simulation.\textsuperscript{17} All bond angles and dihedrals were considered flexible, and were parametrized using the CHARMM intramolecular force field parameters.\textsuperscript{18}

The HPT2 intermolecular potentials are pairwise additive and include Coulombic and Lennard-Jones terms. The parameters for Lennard-Jones potentials were taken from the AMBER force field.\textsuperscript{19} (To see a comparison of the quality of the CHARMM and AMBER intermolecular force fields, see ref 17.)

The parameters for the Coulombic potential of the HPT2 molecule (atomic charges) were derived from quantum calculations at the Hartree–Fock level, as previously reported.\textsuperscript{17}

It should be also stressed that standard geometric combination rules were adopted to obtain the needed Lennard-Jones parameters for all interactions between different species.

The interaction potentials for the simulated ions (Mg\(^{2+}\) and Cl\(^{-}\)) also consisted in pairwise additive Lennard-Jones and Coulombic terms, whose parameters were taken from the literature.\textsuperscript{20--22} The use of more accurate potentials, namely polarizable models for the ions, could be desirable. However, it would result in an increase in computational time that would make prohibitive this kind of calculations in systems with the dimensions considered here, even with modern computational resources (remember that a very large number of configurations must be sampled when the solutes are the species under study, since they are always the less abundant species of the system). However, the neglect of the explicit calculation of the polarization terms can be overcome by the use of effective potentials. In the case of the potentials employed here, it should be stressed that the parameters were refined to reproduce in aqueous solution the free energy of hydration, as well as the ion–water radial distribution functions. Therefore, those parameters include implicitly on average the ion–water polarization terms. The only missing term is the ion−ion polarization. However, this last term is not quantitatively very important, since the ion−ion interactions are much less important than the first and second hydration shell interactions. This can be indirectly confirmed by the results obtained in this work, where properties quite sensible to the quality of the interaction potentials, such as the density of the fluid, were found to be in close agreement with experimental results, confirming that our simple ionic models reproduce correctly the properties of the real systems.

#### B. Method

The water[HPT2 system was initially described by two rectangular boxes. One of the boxes contained a mixture of 234 HPT2 molecules with 21 water molecules, and the other one 1200 water molecules. In this way, the experimental concentration of water in saturated HPT2 was achieved. Both boxes had a cross section of 30 Å × 30 Å and a length that...
reproduces the density of the corresponding pure liquids (respectively, 0.997 g/cm³ for water and 0.8124 g/cm³ for HPT2).

To enable volume variations, all production simulations were performed at 300 K and 1 bar in the NPT ensemble, using the Nosé-Hoover thermostat and barostat. It should be noticed that, as the interfacial density is a priori unknown, if the initial volume was fixed it could induce serious spatial constraints that could influence the interfacial structure and the degree of mixing of the solvents near the interface.

An equilibration simulation of 200 ps was performed in both systems. Then, the two boxes were joined together along their cross sections (from now on, the xy plane in our internal frame) in one single box with the same cross section. The interactions between molecules belonging originally to different boxes were then slowly increased from zero to their final values during a 10 ps equilibration run, after which a new equilibration simulation was performed in the NVT ensemble during another 200 ps, using a Nosé-Hoover thermostat.

Then the ions were distributed homogeneously in the bulk aqueous phase. The ionic interaction potentials were slowly increased from zero to their final values in a 10 ps simulation. After the ionic potentials reached their definitive values, a new simulation of 200 ps was performed to allow for the equilibration of the hydration shells of the ions, as well as to achieve the equilibrium distribution of the ions in the aqueous phase.

After this, a new simulation of 150 ps was performed in the NPT ensemble, which was found to be enough to equilibrate again the system in this new ensemble. Then, the last configuration of the equilibrated system was used to start a simulation of 800 ps, from where the obtained results were taken.

The overall procedure was repeated, starting from different configurations of the two initial boxes, to obtain another 800 ps production simulation statistically independent of the first one. This procedure was used to analyze the ergodicity of the overall simulations (we can outline here that the results obtained in the two systems were equivalent within statistical accuracy). Therefore, the overall results were obtained from a total 1.6 ns simulation time.

All these procedures were repeated twice, considering two different electrolyte concentrations. In the first set of simulations 22 MgCl₂ units were inserted in the bulk aqueous phase (22 Mg²⁺ cations and 44 Cl⁻ anions), and in the second set of simulations 66 MgCl₂ units were inserted in the bulk aqueous phase (66 Mg²⁺ cations and 132 Cl⁻ anions). This resulted in aqueous solutions with an average concentration of MgCl₂ of 1 and 3 mol·dm⁻³.

A pair of simulations of 800 ps each was also performed in the NPT ensemble, starting from the configurations obtained previously, before the insertion of the ions, after a 150 ps equilibration period in the NPT ensemble. Those pure-solvent simulations will be used as a reference state to compare with the results obtained in the system containing the supporting electrolyte.

The integration of the equations of motion was performed using a Verlet leapfrog algorithm, with a time step of 2 fs. Periodic boundary conditions were applied in all three directions. The calculation of the long-range Coulombic forces was performed using the Ewald summation method with tinfoil boundary conditions. A molecular spherical cutoff of 14.5 Å was applied to the real part of the Ewald energy. For the short-range interactions a cutoff of 10 Å was employed.

A multiple time step algorithm was used to evaluate interactions for distances larger than 10 Å, with a frequency of actualization of 10 fs. It was checked that this technique leads to good energy conservation (without thermostat) and did not affect the properties of the system.

When a box with two interfaces is used, care must be taken to prevent them from interacting. In those cases the simulation box must be long enough to ensure the independence between the interfaces. In our system the initial separation of the interfaces was 40 Å along the water phase and 61.68 Å along the HPT2 phase, i.e., 2.6 and 4.3 times greater than the long-range cutoff distance, which seems quite enough to avoid interfacial correlations.

All simulations were carried out using the dl_poly molecular dynamics package.

III. Results

A. Density Profiles. In this section we present the results obtained for the density of the various species of the system as a function of the distance to the interface. The density profiles were calculated in slabs of 0.5 Å thickness parallel to the instantaneous geometry of the interface. The interfacial surface was derived by dividing the cross section of the simulation box into 25 square areas, with dimensions close to 6 Å × 6 Å (the exact length of the square side depends on the volume fluctuations), and calculating the position of the interface in each of the fractional interfacial areas. The position of the interface was considered to be the mean point between the interaction site of the HPT2 molecules closer to the water phase and the interaction site of the water molecules closer to the organic phase. In this last case the more advanced water molecules were only considered if the water concentration in that region was superior to the intrinsic solubility of water in HPT2 (1.41% (m/m)). Using the resultant 25 interfacial locations, the Gibbs dividing surface was generated, and the 0.5 Å thickness slabs considered were computed to be parallel, at each time step, to the interfacial surface. This procedure allows a better resolution in the calculation of properties that depend on the distance to the interface. Figure 1 shows the results obtained for the pure solvents and for the electrolyte solutions, where the symmetry of the system was employed to improve statistics.

In the left graphic we can see three lines, corresponding to the density of the three simulated systems. No explicit distinction is made in the figure between the three lines because the results are almost graphically equivalent. There is only a visible difference between them that corresponds to a decrease in the water density in bulk water region in one of the simulations. Those results correspond to the 3 M MgCl₂ solution. The decrease in the water density is caused by the large number of ions in the bulk water phase that diminish the total number of water molecules present in that region. The same effect in the more dilute solution is less pronounced and not clearly demarked.

The solvent coexistence region, illustrated by the crossed decay of the density of both solvents near the interface, is influenced by the supporting electrolyte. It can be seen from the picture that the three lines are almost coincident. However, a detailed analysis of the picture shows that the coexistence region decreases as the electrolyte concentration increases. Thus, the outer line corresponds to the pure solvents simulation, the inner line corresponds to the simulation with the more concentrated electrolyte (3 M), and the middle lines correspond to the simulations with the 1 M supporting electrolyte. Magnesium chloride is a “structure making” electrolyte, acting as an aggregative agent in water, thus making the fluctuations in the position of the water phase near the interface smaller.
Therefore, the thickness of the coexistence region decreases with the increase of the concentration of magnesium chloride. It must be stressed, as demonstrated previously\textsuperscript{12-14,27} the coexistence region corresponds to a region that can be occupied by both solvents, but usually not simultaneously.

The center picture illustrates the ionic density profiles. It can be seen that ionic density decays steeply and monotonically near the interface. The diffusion of ions into the bulk HPT2 phase was never observed. The decay region is equivalent in extent for cations and anions at the same concentration (in fact, the number density of cations is half the number density of the anions throughout all the water phase). Bulk concentrations are achieved at about 15 Å from the interface for the 3 M solution and at about 10 Å from the interface to the 1 M solution.

The right graphic, relative to the total density of the system, exhibits clearly the oscillatory behavior of the density near the interface, demonstrating clearly the existence of a packing effect of each solvent against the opposite phase.

In the bulk region of the water phase, in the 1 M solution, the average density converges to a value of 1.123 \(\pm\) 0.001 g\(\cdot\)cm\(^{-3}\), which is very close to the experimental value of 1.096 g\(\cdot\)cm\(^{-3}\)\textsuperscript{28} (relative deviation of 2.4\%). In the bulk region of the water phase in the 3 M solution, the average density converges to a value of 1.357 \(\pm\) 0.002 g\(\cdot\)cm\(^{-3}\), which is also close to the experimental value of 1.301 g\(\cdot\)cm\(^{-3}\)\textsuperscript{28} (relative deviation of 4.4\%).

As the density is one of the properties more sensible to the quality of the intermolecular potential and to the accuracy of the simulations, we can conclude that the closeness between simulated and experimental results is a good evidence that the simulated systems reproduce correctly the behavior of the real systems, and the results should be considered realistic.

**B. Surface Potential.** The surface potential corresponds to a electrostatic potential difference between the two conducting liquid phases at equilibrium. In molecular simulations the surface potential can be directly computed using the mechanical definition.\textsuperscript{29} In that sense, the interface potential can be attributed to the existence of nonzero charge density regions, caused either by a nonhomogeneous ionic distribution or by a nonisotropic orientation of the neutral solvent molecules. These nonzero charge density regions create an electric field that originates the potential drop. In this work the charge density was computed from the atomic partial charges, as a function of the distance to the interface, decomposed into solvent and solute contributions (due to the symmetry of the system the charge density computed parallel to the interface is null, within statistical uncertainty). The charge density along the \(z\) axis is then integrated to obtain the component of the electric field normal to the interface:

\[
E_z(z) = \varepsilon_0^{-1} \int_{\text{HPT2}}^z \rho_{\text{H2O}}(z) \, dz
\]

where \(E_z(z)\) represents the \(z\) component of the electric field and \(\rho_{\text{H2O}}(z)\) the charge density. The integration extends from the bulk organic phase to the bulk water phase. The potential drop across the interface (\(\Delta \Phi(z)\)) is then obtained by integration of the electrostatic potential

\[
\Delta \Phi(z) = - \int_{\text{HPT2}}^z E_z(z) \, dz
\]

The interface potential was calculated for the three systems studied, and the obtained results are shown in Figure 2. It was concluded from the obtained charge density (and also from the results presented in Figure 2) that the contribution of the ions to the charge density is null, being the electric field generated by the anisotropic orientation of the solvent molecules near the interface. As mentioned in the next section, the water molecules at the interface point their hydrogen atoms toward the organic phase, making “hydrogen bonds” with the ketone oxygens, and placing their oxygen atoms directed toward the bulk aqueous phase. Thus, a test charge placed at the interface will be pushed toward the interior of the water phase. As can be seen, the existence of the supporting electrolyte affects only very slightly the surface potential profile, causing the formation of a small minimum at the aqueous side of the interface, and diminishing the total potential drop. This minimum is produced by an inversion on the orientation of the water molecules in the inner region of the aqueous interface. This can be directly observed in the electric field profiles, where an inversion in the electric field occurs at nearly 2\textendash}3 water layers inside the water phase.

The HPT2 \(\rightarrow\) H\textsubscript{2}O potential drop is estimated as \(-1.1\) V (pure solvents), \(-1.0\) V (1 M MgCl\textsubscript{2}) and \(-0.5\) V (3 M MgCl\textsubscript{2}).

The simple nature of the models indicates that the judgment about the quantitative value of the surface potential obtained in the simulations should be reserved.\textsuperscript{30} The nonexistence of reliable experimental measurements of surface potentials does not help in making critical discussions about the quantitative aspects of the calculations (even for the simple case of the surface potential of the water liquid\textendash}vapor interface, the experimental measurements range from \(-1.1\) to \(+0.5\) V \textsuperscript{30}). However, the qualitative aspects of the potential profile are physically reasonable and consistent with the observed orientational structure of the interfacial region, which in turn is much more well-defined and noncontroversial, both theoretically and
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**Figure 1.** From left to right: density of the solvents, density of the ions, and total density. In the central picture the solid line corresponds to the cationic density and the dotted line corresponds to the anionic density. Negative distances to the interface correspond to distances measured from the organic phase. Positive distances correspond to distances measured from the aqueous phase.
experimentally. It must be stressed that the value of the surface potential is very sensible to the details of the electrostatic molecular model, although the orientational molecular structure is not. The use of polarizable models should decrease the magnitude of the potential drop, as polarization works against the electric field.

The supporting electrolyte affects only slightly the generated electric field, confirming its origin in the anisotropic orientation of the solvent molecules.

C. Structure. In this section we begin by analyzing the specific orientation of the solvents near the interface. The results obtained in the electrolyte solutions are compared to the ones obtained in the pure system. The influence of the supporting electrolyte is discussed. Then, a study of the pair associations between both solvents, between the solvents and the solutes, and between the solutes is presented. Special attention is taken to the formation of ion pairs near the interface.

1. Orientational Structure. The orientational structure of the water molecules is determined by the calculation of the average z component of the molecular dipole moment along the normal to the interface. This quantity is calculated for the three systems considered and the obtained results are compared. To study the orientational structure of the HPT2 molecules, we calculated the average z component of the \(\text{O}_K\text{CH}_3\) vector, where \(\text{O}_K\) represents the ketone oxygen and \(\text{CH}_3\) represents the opposite terminal methyl group of the molecule. Due to the symmetry of the system, the orientational distribution for the other components of the reference vectors (parallel to the interface) was found to be uniform, within statistical uncertainty. The obtained results are presented in Figure 3.

From Figure 3 we can see that the solvents are polarized at the interfacial region. The water molecules at the 2–3 water layers on the organic side of the interface point their dipoles toward the organic phase. The magnitude of the polarization increases as the water molecules penetrate into the organic phase and achieves a maximum value about 12%–13% above isotropic orientation. The magnitude of the polarization near the interface is not influenced by the presence of the ions, which
Figure 3. Top: normalized \( z \) component of the dipole moment of the water molecules, as a function of the distance to the interface. Bottom: normalized \( z \) component of the \( O_\text{H} \text{CH}_3 \) vector as a function of the distance to the interface. The solid lines correspond to the results obtained in the pure system, the dotted lines correspond to the results obtained in the system containing 1 M MgCl\(_2\), and the dashed lines correspond to the results obtained in the system containing 3 M MgCl\(_2\). The HPT2 molecules are also polarized at the interface, pointing their polar heads to the aqueous phase, to allow the establishment of hydrogen bonds with the water molecules. In this last case the anisotropy is more demarcated, and achieves a maximum value of about 30% above isotropic orientation. The degree of polarization is not influenced by the ions, by the same reasons as exposed above, and the results obtained in the three systems can be considered as equivalent.

Therefore, we can conclude that the orientational distribution of the solvents is not affected by the supporting electrolyte, even at concentrations up to 3 mol dm\(^{-3}\). The main reason for this observation relies on the fact that the ions do not approach very closely the interface to have a visible influence in the orientation of the solvents.

2. Pair Associations. In this section we explore the preferential pair associations established between the species in solution. Several radial distribution functions were calculated, and we decided to discuss only a reduced number of representative examples, namely the ones referring to the ion–oxygen and the cation–anion associations.

The simulation box was divided into slabs parallel to the interfacial plane with a thickness of 2.5 Å. Then, for each type of association, a radial distribution function was calculated independently for each slab. A radial distribution function is associated with a specific slab when its central atom is located inside the considered slab.

After obtaining a radial distribution function for each slab, a three-dimensional surface was generated, representing a radial distribution function dependent on the species separation and on the distance to the interface. The surface was generated using a triangle-based linear interpolation technique.

All the ion–water radial distribution functions were normalized by the bulk water density and all the Mg\(^{2+}\)-Cl\(^-\) radial distribution functions were normalized by the bulk chloride density. The results are presented in Figures 4–6.

The radial distribution functions obtained in the 1 and 3 M systems are qualitatively similar, the major differences being in the quantitative aspects. Therefore, we decided to show the results obtained in only one of the two systems. The quantitative differences can be observed and discussed from the results presented in Figure 7, where the number of neighbors inside the first hydration shell is presented as a function of the distance to the interface. The coordination numbers were obtained by integration of the first peak of the corresponding radial distribution functions.

The analyzes of the results allow us to conclude the following:

a. Mg\(^{2+}\) Hydration. In the 1 M system the hydration shell of the Mg\(^{2+}\) ion is composed of an average number of 5.5 ± 0.1 water molecules, in good agreement with the experimental coordination number of 6 water molecules obtained using X-ray diffraction methods.\(^{33-37}\) The coordination number is statistically constant throughout the bulk water phase. The first solvation shell is very robust and the hydration number decreases only after passing the interface. The location of the first peak in the radial distribution function corresponds to 2.0 Å, also in good agreement with experimental X-ray diffraction measurements that attribute to the Mg\(^{2+}\)-O\(_{\text{w}}\) most probable distance values ranging from 2.00 to 2.12 Å.\(^{33-37}\) The near presence of the organic phase does not affect the hydration geometry, as the location of the peak remains unchanged.

In the 3 M system the first hydration shell of the Mg\(^{2+}\) ion includes a more reduced number of water molecules, which grows from 4.1 in bulk water phase to 5.3 near the interface (on the organic side of the interface, the hydration number decreases to about 2.8). The smaller hydration number of Mg\(^{2+}\) in the more concentrated solution is due to the decrease in the number of water molecules per ion. This factor is not relevant.
in dilute solutions, where there is a large excess of water molecules, and the ions do not compete to coordinate water molecules, but becomes crucial in more concentrated solutions. In the present cases the $\text{H}_2\text{O}/\text{Mg}^{2+}$ average ratio for the entire aqueous phase decreases from 54.5 in the 1 M solution to 18.2 in the 3 M solution. If we also consider the $\text{Cl}^-$ ions, the ratio $\text{H}_2\text{O}/(\text{Mg}^{2+} + \text{Cl}^-)$ decreases from 18.2 in the 1 M solution to 6.1 in the 3 M solution.

The decrease of the average coordination number with the increase of the concentration, although chemically quite reason-
able and intuitively predictable, seems not to be in agreement with experimental findings, at least for the electrolyte considered. Indeed, it is surprising to note that this effect is not found in X-ray measurements, where the experimental hydration numbers obtained correspond to 6 in a electrolyte concentration range up to 4.8 M.\textsuperscript{33-37} In the more concentrated MgCl\textsubscript{2} solution used on this kind of measurements\textsuperscript{36} the ratio \(H_2O/(Mg^{2+} + Cl^-)\) corresponds to 3.8 water molecules per ion. Thus, the only way to justify such an experimental result is to consider that the same water molecules belong simultaneously to the hydration shells of more than one ion. We believe that this last point deserves further investigation in the future.

The location of the first peak in the radial distribution functions is still in good agreement with experimental data, maintaining the same value found in the 1 M solution, whatever the location of the ion.

The increase in the hydration number of the Mg\textsuperscript{2+} ions in the more concentrated solutions near the interface is caused by the increase in the \(H_2O/(Mg^{2+} + Cl^-)\) ratio in that region. Indeed, if we approach the interface from the bulk water phase, the ionic density decay starts as the ions approach the interface by less than ca. 15 Å, where the water density still corresponds to the bulk value. This leads to a marked increase in the number of water molecules accessible for each magnesium ion.

\textbf{b. Cl\textsuperscript{-} Hydration.} In the 1 M system the hydration shell of the Cl\textsuperscript{-} ion is composed of an average number of 7.1 ± 0.1 water molecules, in agreement with experimental coordination numbers obtained by X-ray diffraction that range from 5.9 to 8–8.2 water molecules.\textsuperscript{35,37,38} The coordination number is statistically constant throughout the water phase. Similarly to the magnesium ion, the first solvation shell is very robust, not being affected by the closeness of the organic phase. The location of the first peak in the radial distribution function corresponds to 3.0 Å, in reasonable agreement with X-ray diffraction results that range from 3.1 to 3.15 Å.\textsuperscript{39,35,37} Again, no change in the location of the peaks occurs near the interface.

In the 3 M system, the hydration number of the first coordination shell contains a smaller number of water molecules that grows from 6.5 in the bulk water region to 6.9 near the interface. As observed before for the Mg\textsuperscript{2+} ion, the hydration number increases near the interface due to the large increase in the \(H_2O/ion\) ratio. The decrease of the hydration number with the increase in the concentration is also observed, although to a smaller extent than for the case of the magnesium ion. The location of the first peak in the radial distribution function is found to be the same as in the less concentrated solution, and is independent of the location of the ion relative to the interface.

\textbf{c. Ionic Associations.} Associations between monatomic cations and anions are well-known experimentally.\textsuperscript{40} The association consists of the replacement of one or more water molecules belonging to the hydration shell of a given ion by an opposite-charged ion. Those associations are favored at high electrolyte concentrations. Figure 6 illustrates the radial distribution function for the Mg\textsuperscript{2+}--Cl\textsuperscript{-} associations. A very demarcated first peak reveals the existence of ionic associations in the correspondent solution. The same phenomenon is observed in the system containing the lower concentration (1 M) of MgCl\textsubscript{2}.

Integration of the first peak of the obtained radial distribution functions allow us to calculate the average cation–anion coordination numbers. In the bulk solution with the lower concentration an average of 0.67 ± 0.07 chloride ions is associated to each magnesium ion. The most probable Mg\textsuperscript{2+}--Cl\textsuperscript{-} distance, given by the location of the first peak, corresponds to 2.1 Å, very close to the location of the first peak in the Mg\textsuperscript{2+}--oxygen radial distribution function. The location of the peak is not affected by the approach to the interface, confirming that the ionic solvation geometry resists the approach to the organic phase.

\textbf{Figure 6.} Mg\textsuperscript{2+}--Cl\textsuperscript{-} radial distribution function in the 3 M system. The water phase occupies the region between \(zzz = -20\ Å\) and \(zzz = +20\ Å\). In this picture the location of the molecules is given by their position in the \(z\) axis of the reference frame and not by their distance from the interface.
The coordination number decreases as the ions approach the interface, a consequence of the decrease in the ionic density near the interface. Considering the water region closer than 4 Å from the interface, we find an average coordination number of 0.45 ± 0.04. This value is smaller than the value found in the bulk water region, due to the much smaller ionic density, but it is very high compared to the decrease in the ionic density in that region (13.5 times). Therefore, we can conclude that the \( \text{Mg}^{2+} - \text{Cl}^- \) associations are very robust, as they only decrease by a factor of 1.5 while the ionic density is reduced by a factor of 13.5.

In the 3 M system the average coordination number in bulk water region corresponds to 1.8 ± 0.1. The increase in the cation–anion coordination number compared with the preceding case is caused by the higher concentration of electrolyte. The coordination number decreases to an average of 0.9 ± 0.1 near the interface. The conclusions obtained considering the more dilute solution can also be applied here to explain the decrease in the ionic coordination number near the interface. Again, the decrease in the coordination number near the interface (2 times) is not proportional to the decrease in the ionic density in that region (17.2 times).

As far as we know, there are no experimental measurements of the ionic coordination number of magnesium chloride. However, we can compare our simulation results with results obtained in other similar systems, to check if the results are reasonable.

The ionic coordination number of \( \text{Mg}^{2+} \) in a solution of magnesium dihydrogenophosphate (\( \text{Mg(H}_2\text{PO}_4)_2 \)) was measured using X-ray diffraction techniques. The results revealed the coordination of an average of 1.0 dihydrogenophosphate ions in a solution with an \( \text{H}_2\text{O/Mg}^{2+} \) ratio of 34.41 A similar measurement was performed in solutions of magnesium acetate, with \( \text{H}_2\text{O/Mg}^{2+} \) ratios of 33.1 and 14.9, and a value of 0.8 acetate ions coordinated to each \( \text{Mg}^{2+} \) ion was found for both solutions. The ionic coordination number of solutions of calcium chloride with \( \text{H}_2\text{O/Ca}^{2+} \) ratios ranging from 6.2 to 4.0 was measured using X-ray diffraction techniques. The coordination numbers increase with increasing concentration, from 0.9 to 2.1 coordinated chloride ions.

Figure 7. Coordination numbers for the hydration shells of the ions and also for the cation–anion associations. Black bars correspond to the results obtained for the 1 M system and white bars to the ones for the 3 M system.
Direct comparison of the experimental results with our theoretical estimations would not be correct, since measurements were made in different systems. However, it should be noted that experimental findings do not contradict theoretical results. More, qualitative agreement between experimental and theoretical results, at least for the magnitude of the phenomenon, seems to exist. Therefore, we conclude that the theoretical findings are reasonable and acceptable, and should be considered valid, although definitive quantitative conclusions should only be taken based on a comparison with experimental measurements performed in the same system.

D. Dynamics. In this section we aim to answer the following question: to what extent does the presence of the interface affect the dynamic properties of the supporting electrolyte? This seems to be a fundamental aspect for the comprehension of many important phenomena in biphasic chemistry. The kinetics of simple and assisted ion transfer processes, as well as the kinetics of general extraction processes, depend closely on the peculiar diffusive properties of the solutes near the interface. To get an answer to this question, we have calculated the diffusion coefficients for the ions as a function of their distance from the interface. Rotational kinetics, usually analyzed by calculation of the orientational correlation functions, was not studied here since the ions are monatomic, and treated as point masses. In addition, we have also calculated the mean residence time of the ions in the organic phase. The calculations were performed for both systems. Indeed, in dense fluids it is easy to understand that this effect propagates into the bulk. Bulk ions have severe constraints in moving toward the interface because the molecules between them and the interface are also submitted to the same kind of constraints to approach the interface, which makes it quite difficult to open free spaces to the progression of the ions. This is the most long-range interfacial effect known, and a similar situation was also observed in analyzing the dynamics of the solvents. To analyze the extent of this effect, it would be necessary to use much longer simulation boxes, which is not feasible even with modern computational resources.

(i) Ionic diffusion is faster near the interface than in the bulk region, for either displacements parallel or perpendicular to the interfacial plane.

Diffusion in dense fluids is quite sensible to the density of the system, because the molecular displacements are limited by the near presence of other molecules. It was demonstrated in an earlier work that an increase of 4.6% in the density of HPT2 can produce a decrease of 50% in the HPT2 self-diffusion coefficients. Therefore, the increase in the translational kinetics near the interface is mainly caused by the decrease in the density of the system in that region.

(ii) Diffusion is faster in the solution with the less concentrated electrolyte.

This effect was predictable and can be justified by the same reasons as the ones presented above. Hence, in the more concentrated solution, the density is far superior to the density in the less concentrated solution, which makes the translational kinetics slower.

Comparison between theoretical results and experimental data should be made considering the component of the diffusion coefficients parallel to the interfacial plane in the less concentrated solution. Those are the ones which are calculated in an environment more similar to experimental measurements. Indeed, experiments are performed in an isotropic media, and at very low electrolyte concentrations, to obtain the diffusion coefficients at infinite dilution. It would be interesting to have experimental data about those quantities as a function of the concentration of magnesium chloride, but as far as we know, there are no such data in the literature. Experimental diffusion coefficients for magnesium ion range between \( 0.7 \times 10^{-9} \) and \( 1.1 \times 10^{-9} \) \( \text{m}^2 \text{s}^{-1} \). Therefore, the result obtained here (0.88 ± 0.05) × \( 10^{-9} \) \( \text{m}^2 \text{s}^{-1} \) is in fair agreement with experimental data.

For the chloride ion we have obtained a value of (1.24 ± 0.05) × \( 10^{-9} \) \( \text{m}^2 \text{s}^{-1} \), which should be compared to the experimental value of 2.0 × \( 10^{-9} \) \( \text{m}^2 \text{s}^{-1} \). Although not so

### Table 1: Diffusion Coefficients of the Mg\(^{2+}\) and Cl\(^{-}\) Ions Calculated Separately for the Parallel (‖) and Normal (⊥) Components to the Interfacial Plane

<table>
<thead>
<tr>
<th>Component</th>
<th>( 10^9 )D</th>
<th>Mg(^{2+}) bulk</th>
<th>Mg(^{2+}) int.</th>
<th>Cl(^{-}) bulk</th>
<th>Cl(^{-}) int.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 \ M )</td>
<td></td>
<td></td>
<td>0.88 ± 0.05</td>
<td>0.97 ± 0.03</td>
<td>1.24 ± 0.05</td>
</tr>
<tr>
<td>( 1 \ M )</td>
<td></td>
<td></td>
<td>0.55 ± 0.02</td>
<td>0.61 ± 0.04</td>
<td>0.92 ± 0.04</td>
</tr>
<tr>
<td>( 1 \ M )</td>
<td></td>
<td></td>
<td>1.6</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>( 3 \ M )</td>
<td></td>
<td></td>
<td>0.27 ± 0.02</td>
<td>0.49 ± 0.01</td>
<td>0.35 ± 0.01</td>
</tr>
<tr>
<td>( 3 \ M )</td>
<td></td>
<td></td>
<td>1.3 ± 0.02</td>
<td>0.25 ± 0.01</td>
<td>0.21 ± 0.02</td>
</tr>
<tr>
<td>( 3 \ M )</td>
<td></td>
<td></td>
<td>2.1</td>
<td>2.0</td>
<td>1.7</td>
</tr>
</tbody>
</table>

* The calculations were performed for the bulk water region and for the interfacial region. All values in \( \text{m}^2 \text{s}^{-1} \).
precise as in the case of the magnesium ion, the result is in satisfactory agreement with experimental data. We must remember that the diffusion coefficients are one of the properties more sensible to the specific models employed. Even for the most optimized molecular models (the models used to simulate liquid water), the diffusion coefficients obtained in simulation deviate from experimental results typically by more than 50%.46–48 Another factor that makes difficult the correct reproduction of the experimental diffusion coefficients is their straight dependence on the density of the system. Hence, a small deviation in the density of the fluid can produce a very large deviation in the diffusion coefficients, as discussed previously. However, those small quantitative details are not fundamental to the discussion here, where we are more concerned in obtaining a comparative description of the behavior of the diffusive kinetics of the ions near the aqueous interface, which can be fully achieved with the present models.

2. Mean Residence Time of Water in the Hydration Shell of the Ions. In this section we aim to investigate the mean residence time (MRT) of the water molecules in the hydration shell of the considered ions. This quantity was calculated for the first hydration shell of the chloride ion and for the second hydration shell of the magnesium ion. We have used the “direct route” to the calculation, which is described below.

We considered the residence time of a water molecule in the hydration shell of a given ion as the time elapsed since the water–ion distance becomes inferior to the radius of the corresponding hydration shell (given by the position of the minimum in the corresponding radial distribution function) until the moment in which the water–ion distance exceeds the hydration shell radius.

In this kind of calculations some authors consider the existence of a “transient time” in which the molecule can leave and return to the hydration shell without really achieving bulk properties.49,50 In that case the water molecules still belong to the hydration shell of the ion if they leave and return to the hydration shell during a time period smaller than the transient time. Typical values for the transient time lie in the range of 0–2 ps. In our calculations we do not consider the concept of transient time, which corresponds to the use of a transient time of 0 ps.

Using this definition, we calculated a probability distribution for the residence time of the water molecules in the hydration shell of the ions, and from that the average residence time was obtained. In Figure 8 we illustrate the probability distributions for the residence time of water molecules, and in the hydration shell of Mg$^{2+}$ (ps)

<table>
<thead>
<tr>
<th>Mg$^{2+}$ bulk</th>
<th>Mg$^{2+}$ int</th>
<th>Cl$^{-}$ bulk</th>
<th>Cl$^{-}$ int</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 mol·dm$^{-3}$</td>
<td>0.889 ± 0.004</td>
<td>0.87 ± 0.03</td>
<td>1.69 ± 0.01</td>
</tr>
<tr>
<td>3 mol·dm$^{-3}$</td>
<td>0.83 ± 0.02</td>
<td>0.81 ± 0.03</td>
<td>1.37 ± 0.03</td>
</tr>
</tbody>
</table>

Figure 8. Details of the probability distribution for the residence time of the water molecules in the first hydration shell of Cl$^{-}$ and in the second hydration shell of Mg$^{2+}$. The left graphics correspond to the residence time distributions in the bulk aqueous phase and the right graphics to the residence time distributions near the interface. The top graphics refer to the Cl$^{-}$ ion and the bottom ones to the Mg$^{2+}$ ion. In each picture the solid line corresponds to the results obtained in the 1 M solution and the dotted line to the 3 M solution.

Table 2: Mean Residence Times for the Water Molecules in the First Hydration Shell of Cl$^{-}$ and in the Second Hydration Shell of Mg$^{2+}$ (ps)
From the results presented in Table 2 we may conclude that the MRT decreases with the increase of the electrolyte concentration. This phenomenon can be explained by the stronger competition between the ions to coordinate the fewer accessible water molecules in the more concentrated solution. In the more dilute solution, the larger number of water molecules accessible for each ion allows for keeping the hydration sphere longer and more protected from the influence of nearby ions.

The influence of the interface in the MRT of the water molecules in the hydration shell of the ions is nontrivial and depends on the considered ion. The magnesium ions near the interface can coordinate the ketone oxygens, which are pointing to the aqueous phase. We calculated the average number of ketone oxygens in the first coordination shell of Mg$^{2+}$ near the interface, and a number of $\approx 0$ and $0.56$ was obtained for, respectively, the 1 and 3 M solutions (numbers obtained by integration of the corresponding radial distribution functions). The latter has a larger coordination number due to the greater number of ions at the interfacial region in competition to coordinate the few water molecules accessible for each ion. Obviously, the coordination of ketone oxygens induces a decrease in the MRT of the water molecules in the ionic hydration shell. In contrast, the increase in the H$_2$O/ion ratio near the interface contributes to the increase in the MRT of the water molecules in that region. Those effects can explain the increase in the MRT near the interface in the more dilute solution (where there is no coordination of ketone oxygens by the magnesium ions) and the decrease of the MRT near the interface in the more concentrated solution, where the effect of the coordination by the ketone oxygens seems to prevail.

In the case of the chloride ions we cannot expect a coordination by the negative ketone oxygens. Therefore, it should be expected that the MRT would increase near the interface as a consequence of the increase of the H$_2$O/ion ratio. This is what happens in the more concentrated solution. In the less concentrated solution the MRT decreases near the interface. This seems a little bit surprising, although numerical uncertainty can eventually be responsible for that inversion, considering the closeness of the results and the standard deviations obtained. Further investigation with even better statistics is required to better explain this last observation.

IV. Conclusions

In this paper we have analyzed the properties of an interface between two immiscible electrolyte solutions, namely the interface between 2-heptanone and water, with magnesium chloride as the supporting electrolyte. Two different concentrations of MgCl$_2$ were considered, namely 1 and 3 mol$^{-}\text{dm}^{-3}$.

The density profiles of the solvents show that the existence of the supporting electrolyte slightly shortens the thickness of the interface. Magnesium chloride is a “structure making” salt, and increases the aggregation of the water molecules, thus making the aqueous phase less miscible with the organic solvent.

The ionic density profile decays from the bulk value until almost zero at the interface. The decay starts at $\approx 10$ Å from the interface in the 1 mol$^{-}\text{dm}^{-3}$ solution and at $\approx 15$ Å from the interface in the 3 mol$^{-}\text{dm}^{-3}$ solution. The cationic and anionic number density profiles are statistically equivalent; i.e., the number density of the chloride ion always corresponds to twice the number density of the magnesium ion (within statistical accuracy).

Two other related works$^{51,52}$ also describe the ionic density profile along the normal to a liquid/liquid interface. However, the description of the interfacial region considered in those works (obtained by calculations based on the density functional formalism for fluids) included a mixed-solvent region with a thickness of several molecular diameters and not a sharp interface, as the one obtained here (and also obtained in all molecular dynamics or Monte Carlo simulations of real fluids). A consequence of that broad interface is that the ions are found to penetrate in the mixed-solvent region, which results in an overlap of the ionic density profiles of the ions belonging to different phases. The overlap region was found to increase with increasing ionic concentration. Those results are coherent with ours, since in our case the mixed-solvent region has a thickness of only 1.0 Å, and consequently the ionic density profiles still penetrate, but only very slightly, the organic phase adjacent to the interface. It was also verified in this work that penetration increases with increasing ionic concentration.

The electric field and the potential drop across the interface were calculated from the charge density profile normal to the interfacial plane. It was found that the electric field was null across almost all the extension of the simulation box. The exception corresponds to a region of about 10 Å thickness at the interfacial zone, where a well demarcated electric field was detected. The existence of this electric field is due to the anisotropic orientation of the solvents, with the water molecules pointing their dipole moments to the organic phase, making hydrogen bonds with the ketone oxygens, which in turn are mainly pointing to the aqueous phase. The ions do not contribute to this electric field, since the net result of the ionic charge is null across all the extension of the simulation box, as a consequence of the equivalence between the spatial distribution of cations and anions. The potential drop profile is almost monotonic, decreasing from the organic phase to the water phase, and displaying a small minimum at $\approx 2$ molecular diameters inside the water phase. The net potential drop across the interface (HPT$_2$ $\rightarrow$ H$_2$O) was estimated as $-1.1$, $-1.0$, and $-1.0$ V for the pure system, for the 1 M solution, and for the 3 M solution, respectively.

The density of the solutions of magnesium chloride in the bulk region shows good agreement with experimental data, with a deviation from the experimental result of 2.4% and 4.4% for the less and more concentrated solutions, respectively. This result is a expressive indicator of the quality of the methods and molecular models employed.

The influence of the supporting electrolyte under the specific orientation of the solvents near the interface was evaluated, and it was concluded that the ions are usually too distant from the interface to have a visible influence on the anisotropic orientations of the solvents in that region.

The structure of the hydration shell of the ions as well as the cationic–anionic associations were studied at several locations relative to the interfacial plane by calculating the corresponding radial distribution functions. It was noticed that the hydration numbers decreased in the more concentrated solution, where a proportion of only 6.1 water molecules for each ion exists, whereas in the more dilute solution that proportion corresponds to 18.2 water molecules for each ion. This reduced water/ion ratio is the main cause for the decrease in the average hydration number. Surprisingly, this quite logical and intuitive effect seems not to be detected by X-ray reflectivity measurements, where the hydration numbers of Mg$^{2+}$ keep their infinite dilution values in solutions with concentrations up to 4.8 mol$^{-}\text{dm}^{-3}$ (a water/ion ratio of 3.8 and a hydration number of 6).

The Mg$^{2+}$–Cl$^{-}$ coordination number was found to decrease from bulk solution to the interfacial region (from 0.67 to 0.45 in the 1 M solution and from 1.8 to 0.9 in the 3 M solution).
The decrease is a consequence of the much smaller ionic density near the interface. However, the decrease was found to be quite small when compared to the decrease in the ionic density (13.5 times and 17.2 times, respectively), showing that the cationic—anionic associations are quite stable and robust.

The dynamic properties of the supporting electrolyte were also studied. The diffusion coefficients of both ions were calculated in the bulk region and near the interface. The calculations were performed separately for displacements toward the interface and parallel to the interfacial plane. It was observed that diffusion toward the interface is slower than parallel to the interfacial plane. This anisotropy is the most long-range effect induced by the interface, as it propagates to all extension of the interfacial plane. This anisotropy is the most long-range effect in the H2O/ion ratio, which enhances the competition for the capture of the few water molecules by the ions.
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