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Abstract

A theoretical study is presented on the influence of the interionic separation between the reacting metal cations on the kinetics
of electron transfer reactions. The results of some simulations are presented to characterize the dependence of the activation free
energy of the electron transfer process relatively to the interionic separation as well as the potential of mean force between the
two cations considered in this study, Cu1 and Cu21, in aqueous medium. The use of truncation of coulombic interactions is
compared with the use of Ewald sums in the treatment of long range interactions. The truncation of coulombic interactions in
the simulations is observed to have a strong influence in the final results.q 1999 Elsevier Science B.V. All rights reserved.

Keywords:Pmf; Electron transfer; Copper; Ionic solutions; Monte Carlo

1. Introduction

The study of ionic interactions in aqueous medium
is fundamental for the understanding of many chemi-
cal phenomena. The solvent mediation of the interac-
tion between reactant ionic species usually has a
determining role in the outcome of chemical
processes.

Electron transfer reactions between metal cations in
aqueous medium is an example of one such kind of
processes that are mainly driven by fluctuations of the
solvent configurations. In particular, the solvent’s
intervention is of crucial importance in the necessary
approach of the reactant cations and, afterwards, in the
electron transfer process itself as it is understood
within the Marcus’ theoretical framework [1–4].

The influence of the interionic distance in the free
energy of activation of the electron transfer process
has usually been neglected and not studied in detail.

The electron hopping frequency is naturally favored
by small separations between the metallic centers.
One can also expect the most determining step – the
solvent reorganization – to be somewhat favored
when the cations approach, as each cation, when at
close separation, may perturb the other cation’s hydra-
tion shell in a way which makes it easier for the
solvent to reorganize for the electron transfer.

The most convenient way to characterize the ener-
getic profile for the cation’s approach, that will deter-
mine the reaction’s interionic separation, is the
calculation of a potential of mean force (PMF) of
the two solvated metal ions.

The in vacuumrepulsive electrostatic interaction
between like-signed ions or charged sites in molecules
may, in solution, be balanced with solvation interac-
tions, thus allowing such charged centers to be, in
average, closer to each other [5–10]. Early works on
the theoretical description of ionic interactions in
solution have yielded PMFs revealing a short range
attractive behavior between like-signed ions [8–11],
in particular between anions, which was explained by
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a bridging effect established by the solvation shells’
water molecules. Experimental studies, however,
contradicted these theoretical findings. The analysis
of distinct diffusion coefficients [12] as well as data
concerning electrolyte mixing thermodynamics [13]
for the chloride ion pair case, did not support the
ion pairings. As noted by some researchers [14,15],
for high dielectric solvents the solvent contribution to
the PMF is nearly identical, in magnitude but opposite
in sign to the ionic interactionin vacuum, which
makes PMFs a delicate and very sensitive balance
between similar but opposing interactions. It happens
that in earlier simulations, the long range electrostatic
interactions were commonly truncated for distances
longer than half the simulation box length. Following
works, where an appropriate treatment of the long
range interactions was used, either by Ewald sums
or reaction field techniques [16–18], all yielded essen-
tially repulsive PMFs or with very shallow minima,
therefore providing much weaker support for the exis-
tence of those ion pairs. It has been observed [15,19]
that results obtained by use of truncated electrostatics
can be in significant disagreement with those obtained
using Ewald techniques.

The use of Ewald sums in simulations of electri-
cally charged systems usually raises important objec-
tions, as the sums can only be meaningfully applied to
neutral systems. However, the usual formulation of
the Ewald sums includes a term corresponding to a
background with a charge opposite to the system’s
charge, thus making the overall system neutral
[20,21]. In these conditions, Ewald sums are, there-
fore, appropriate for the treatment of systems even if
they are electrically charged.

This work presents the PMF of Cu1–Cu21 in
aqueous solution calculated by Monte Carlo

simulations. A brief comparison is made between
results obtained by truncation of electrostatic interac-
tions and their treatment by the Adams and Dubey’s
approximation to the Ewald sums [22]. An attempt is
made to clarify whether the appropriate treatment of
long range interactions affects PMFs so dramatically
simply due to the result of the addition of a greater
number of long range ion–water interactions or if
there is any important structural changes in the hydra-
tion shells of the ions owing to long range
correlations.

Results are also presented of simulations of the
electron transfer process Cu21 1 Cu1 O Cu1 1
Cu21 in aqueous solution at several different interio-
nic separations of the pair Cu1/Cu21 in order to char-
acterize the influence of this parameter in the kinetics
of this process. The results of these simulations are
discussed in complement with the PMF calculation.

In Section 2, the model used in the calculations is
described. The PMFs are presented in Section 3.1 and
an analysis is carried out of the structure of the hydra-
tion shells of the ions at several key separations. The
results of the electron transfer simulations at several
interionic separations are presented in Section 3.2.
These results are discussed in Section 4 along with
the presentation of some concluding remarks.

2. Computational models

The system under study is composed of a Cu1 and a
Cu21 cations solvated by 200 water molecules in the
NVT ensemble at 298 K.

The interactions between the particles of the system
were described by pairwise additive potential func-
tions, thus neglecting higher order terms for the poten-
tial functions such as three-body terms.

The water–water interactions were described by the
SPC water model [23] which has been widely used
and proven to give good results in condensed phases.

The Cu21 cation–water interactions were described
by the potential function proposed by Curtiss et al.
with dispersion terms given by the expression [24]
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with the values of the parametersA–E given in Table
1. This potential function has been tested by Cordeiro
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Table 1
Parameters for the ion–water dispersion terms of the potential func-
tions. Values given in atomic units

Parameters Cu21–O Cu21–H Cu1–O Cu1–H

A 79.63 0 0.6990 2 0.3495
B 1.919 0 2 17.03 8.513
C 27.49 0 205.6 2 18.57
D 2 104.25 0 2 1078 114.2
E 1441 0 1940 2 171.9
F 2 2 2 71281 1832



[25] producing a coordination number of 6 [26,27] but
an overestimated solvation energy in comparison with
the available experimental data [28].

The Cu1 cation–water interactions were described
by the potential function suggested by Cordeiro et al.
[29] with dispersion terms given by the expression
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with the values of the parametersA–F given in Table
1.

In the original potential function of Cordeiro and
co-workers, as presented in Ref. [29], ar21 term of the
polynomial was also parameterized in the fitting to the
quantum energy curve. The parameters presented in
Table 1 are slightly modified relatively to the original
values so that the parameters of ther21 terms can be
held fixed as the productsqOqCu1 andqHqCu1 , allow-
ing for a purely coulombic sense to be attributed to
that term and a consistent and meaningful treatment of
the electrostatic interactions to be carried out.
However, this potential yields similar results to the
original one [29].

The Cu21–Cu1 interaction for the PMF calculation
was described just by an electrostatic term. Notice that
this interaction is irrelevant for the electron transfer
simulations. Considering that the two particles consti-
tute a highly charged couple, the electrostatic interac-
tions should be of a much larger magnitude than the
dispersion terms for all but very short separations.
Therefore the neglect of such terms should only
cause a significant underestimation of the repulsion
between those two ions at very close distances
which are of little importance for this kind of study.
In any case, other cation–cation interaction terms can
always be added to the PMF a posteriori.

The long range interactions were calculated for the
case of an infinite size system composed of replicas of
the simulation box, following an Ewald sum scheme.
However, instead of the usual methods for the calcu-
lation of the Ewald energy, an approximation was
used employing Kubic Harmonics functionals which
were adjusted to the exact Ewald values by Adams
and Dubey [22]. This approximation allows much
faster calculations to be performed in comparison to
the ordinary methods of calculating the Ewald values
[30]. The level of accuracy of the approximation can

be chosen at the expense of computational speed,
allowing for a tradeoff to be made between accuracy
and speed. This approximation has been successfully
tested in simulations of molten salts [31], one compo-
nent plasma [22] and polar liquids [32–34]. There-
fore, it seems to be a suitable way to account for
long range electrostatic interactions in an almost
Ewald manner.

In the present work, the length of the Kubic Harmo-
nics expressions, which controls the speed of calcula-
tion as well as the level of accuracy, was taken up to
the 10th power, which produces RMS errors relatively
to the true Ewald values of about 6.2× 1024 [22].

From now on in this article the results obtained
using this Adams and Dubey’s method will be
referred to as Ewald results although they really corre-
spond to this approximation to the true Ewald expres-
sion.

These long range interactions were, however, only
calculated for the ion–water and water–water electro-
static interactions. As the system under study is
supposed to simulate an aqueous solution of Cu1

and Cu21 at infinite dilution, the interaction between
those two ions in the PMF is taken as a single coulom-
bic interaction, as the interactions with the images are
meaningless. In addition, considering the infinite dilu-
tion of the system, the possibly relevant inclusion of
counter-ions should not introduce any desirable influ-
ence in this simple model system.

There has been some debate in the past over the
importance of the type of boundary surrounding the
system. It has been argued in a couple of interesting
articles [21,35] that, for different types of properties
studied, the influence of the surrounding medium
considered has varying influence. These range from
the nearly negligible dependence on the boundaries to
the most pronounced sensitivity to the type of
surrounding medium used (whether vacuum or
tinfoil). Some properties seem to be greatly dependent
on the effect of replication of the simulation box
whereas others seem to be more influenced by the
boundary. In the last case, the use of tinfoil boundaries
seem to be more appropriate for the correct calcula-
tion of certain properties whereas vacuum boundaries
seem to be preferable in other situations [35]. In the
present work, the tinfoil boundary was considered to
be the best choice, but a more careful study on the
effect of the boundary could be appropriate.
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In addition, a second PMF was calculated where,
instead of using Adams and Dubey’s scheme, the elec-
trostatic interactions were simply truncated for
distances bigger than half the length of the simulation
box and periodic boundary conditions were used, so
that results obtained by both methods could be
compared. The results obtained in this way will be
referred to as truncated electrostatics (TE) results.
The PMFs were calculated by a series of Metropolis
Monte Carlo simulations [36] using a Free Energy
Perturbation methodology [37].

For the calculation of each PMF, 35 simulations
were computed, where the cations were sequentially
moved apart (or towards each other) by steps of 0.1 A˚

from a separation of 3.0 A˚ up to 6.5 Å. Independent
calculations of the PMFs were carried out for both the
separating and the approaching directions. As double-
wide sampling [38] was not used, the present PMFs
are the result of averaging both PMFs. As pointed out
by Clementi [39], averaging independent forward and
backward runs results in statistically better PMFs. In
the beginning of each PMF, an extra simulation was
performed with the generation of 16× 106 configura-
tions, to allow for an initial equilibration of the
system.

As a result of the volume of computation involved
in this work, the system has a small size. Therefore,
the PMF cannot be calculated to an extension much
bigger than 7 A˚ . However, our main interest is the
short range features of the PMF corresponding to
the first solvation shell and some tests made with
larger systems (up to<400 water molecules) have
not revealed significant changes.

For each simulation, the last configuration of the
preceding simulation was used as its starting
configuration, and 4× 106 configurations were
generated for equilibration of the system. Properties
were then averaged over additional 12× 106

configurations.
The simulation box for the TE case was a rectan-

gular box with dimensions of 17 A˚ × 17 Å × 22 Å and
with the longer axis taken as the interionic separation
axis. For the Ewald case, the box used was a cube with
sides of 18 A˚ . The use of a cube in the latter case was
imposed by the nature of the Kubic Harmonics func-
tionals used in the Adams and Dubey’s approximation
to the Ewald sums [22].

The electron transfer simulations were conducted

using of a special mapping potential of the form

Um � �1 2 lm�Ur 1 lmUp �3�
which is used as the effective ion–water potential
instead of the ordinary potential used to calculate
the PMF.l is slowly varied from 0 to 1 in a way
that converts a reference system (described by the
potential Ur) when l � 0 into a perturbed system
(described by the potentialUp) whenl � 1. In the
present case, the reference system corresponds to a
initial state composed by the reactants and the
perturbed system corresponds to a final state
composed by the products. It should be noted,
however, that as the reaction is symmetric,l needs
only to be varied from 0 to 0.5.

The parameterl has been incremented throughout
the process according to the formula [39]

lm11 � 1
2
�1 1 tanh��2N=2 1 m�W��;

m� 0;N 2 1 �4�
whereN is the total number of steps. The constantW
was given the value of 0.02 which ensures that the free
energy changes are very small in the initial and final
steps.

The free energiesDA(l r ! lm) (or DA(lp! lm))
were calculated by the common thermodynamic
perturbation method. A more detailed description of
the method can be consulted in [40].

Two simulations were conducted, where the two
ions are separated by 5 and 7 A˚ . The two ions were
placed at the center of a cube with a side of 18 A˚ .
Each of the two simulations consisted of 20l steps
of 24 × 106 configurations each, half being used to
equilibrate the system and the other half to produce
the averages. For the case of the electron transfer
at 7 Å, a calculation has already been done in a
previous work [40] using a truncation of the elec-
trostatic interactions which now can be compared
with the present results with a different treatment
of the long range interactions.

The averages in the simulations were calculated
by the block means method as proposed by Bishop
and Frinks [41]. The statistical errors in the calcu-
lations were assumed to have a normal distribution
in the simulations. These errors were estimated
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according to the Straatsma and McCammon’s
method [42].

3. Results

3.1. Potential of mean force

Fig. 1 presents the results of the PMF calculation
carried out using the truncated electrostatic interac-
tions. It is also shown, for comparison, the PMF of
the ions in a continuum dielectric as given byq1q2/er12

with e � 70 for the static dielectric constant of the
SPC water [43]. As this last PMF is the asymptotic
limit for long separations, the calculated PMF was
anchored to the continuum values at the longest
distance of 7 A˚ . As can be seen, two local minima
are produced in the free energy curve at 3.2 A˚ and
5.2 Å. While the first minimum, at contact distance,
is narrow and above the continuum dielectric case, the
second minimum is very broad and goes below it. The
solvent separated minimum is 12.5 kJ/mol below the
contact minimum and a barrier of 22.3 kJ/mol sepa-
rates the minimum at 5.2 A˚ from the contact mini-
mum at 3.2 Å. One point to note is that this PMF, at
large separations, seems to tend to the correct asymp-
totic behavior, unlike other results for analogous

systems such as those obtained by Bader and Chandler
for the Fe2.51–Fe2.51 system [15].

Also in Fig. 1 are displayed the results of the PMF
calculation with the Adams and Dubey’s treatment of
long range interactions. By taking into account long
range interactions in this manner, it can be observed
that the profile of the PMF is drastically changed. No
minima are observed in the PMF, neither at contact
nor at solvent separated distances, and it smoothly
approaches the continuum limit for distances bigger
than 5 Å. Thus, the PMF always remains repulsive if
long range interactions are treated by Ewald sums, in
agreement with the Bader and Chandler’s findings
[15].

In general, the structure of the solvent shell of Cu1

when truncation of long range interactions is applied
suffers a smaller deformation as result of the influence
of its Cu21 neighbor in comparison with the solvation
shell under Ewald. This effect can be clearly noted by
comparing the average orientations of the solvent
molecules which form the hydration shell of each
cation. This orientation can be determined from the
inner product between the position vector relatively to
the cation�~r� and the water C2v axis unitary vector�~f �;

OP� k
~r :~f

u~r u
l; �5�
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Fig. 1. Cu1–Cu21 PMF calculated with use of Ewald sums (dashed line) and with the truncation of the electrostatic interactions (dot-and-
dashed line). In solid line the dielectric continuum case is depicted using the SPC dielectric constante � 70.
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Fig. 2. Orientation parameters (Eq. (5)) of the hydration shell waters of Cu1 and Cu21 resulting from TE (solid line) and Ewald (dotted line)
interactions. Meaning of the labels: E refers to Ewald and T refers to Truncated Electrostatics; 1 refers to Cu1 and 2 refers to Cu21 (e.g. E2 refers
to Cu21 using Ewald).

Fig. 3. Sample snapshots of the hydration shells at interionic separations of (a) 3.2 A˚ , (b) 3.6 Å and (c) 5.2 Å. These configurations were
obtained with Ewald sums and intend to illustrate the water molecules shared at the shorter interionic separations.



yielding an orientation parameterOP which is the
cosine of the orientation angle of the water molecules.
The value ofOPwill be 1 when the water oxygens are
oriented towards the cation and the hydrogen are
oriented outwards,21 when it is the opposite way
and 0 when the C2v axis is perpendicular to the posi-
tion vector.

From the observation of Fig. 2 it can be seen that, as
expected, the Cu21 cation has a strongly perturbative
influence on the Cu1 hydration shell so that the water

molecules always have a much weaker orientation
towards Cu1 so as to gain a more favorable orienta-
tion towards Cu21.

When the ions move apart from each other, the
water molecules in the interionic region lose orienta-
tion as the two hydration shells cease to share water
molecules and the two independent shells begin to
superimpose on each other. From the comparison of
the TE case with the Ewald case it can be observed
that the most striking changes occur at the largest
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Fig. 4. Free energy as a function of the parameterl which is varied in the simulations. (a) Results for a interionic separation of 5 A˚ . (b) Results
for a interionic separation of 7 A˚ .



separations2 5.2 and 6.5 A˚ . The two hydration shells
share two water molecules at 3.2 A˚ , share one mole-
cule at 3.6 Åand are independent at ca. 5 A˚ (see Fig.
3). As this process proceeds, the waters between the
cations have to twist their orientations to lower the
hydrogen–hydrogen repulsions between the two
shells. This effect is more pronounced for separations
beyond 5 Åfor the Cu1 shell. The influence of the
truncation of electrostatic interactions makes itself
noticeable in a clearly poorer orientation of the shells

which leads to weaker cation–water interactions. It
can also be seen that from 3.2 A˚ to 3.6 Å the waters
around the Cu1 cation keep their orientations under
Ewald whereas under TE their orientations follow the
diminishing trend.

3.2. Electron transfer

In Fig. 4, the free energiesDAr ! m, calculated by
the thermodynamic perturbation method, are
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Fig. 5. Diabatic free energy curves for reactants and products as functions of the reaction coordinatex� Up 2 Ur. (a) Results for a interionic
separation of 5 A˚ . (b) Results for a interionic separation of 7 A˚ .



presented. From the values reported in Fig. 4, the
diabatic free energy curves of the reactants and
products,DAr (x) and DAp (x) respectively, were
computed (x being the reaction coordinate, which
corresponds to the difference between the potential
energies of the product and reactant states,x � Up 2
Ur) and are shown in Fig. 5. The diabatic free energy
curves were computed according to the scheme used
by Warshel and co-workers [44] (see also [40]).

Both free energy curves in Fig. 5 appear to have the
parabolic behavior expected from the Marcus theory.
The activation free energiesDA± for the two cases are
133.9^ 7.3 kJ/mol for the 5 A˚ separation system and
160.8^ 9.2 kJ/mol for the 7 A˚ one. The latter value is
substantially lower than the one obtained for the same
separation in a previous study where truncation of
long range interactions were used (196.9 kJ/mol
[40]). In the present study, the electron transfer
process occurs more favorably at 5 A˚ with a free
energy about 27 kJ/mol lower than that for a 7 A˚ inter-
ionic distance.

Additionally, the Marcus relation

DA± � �DA8 1 a�2
4a

�6�

which relates the activation free energyDA± to the
reaction free energyDA8 and to the solvent reorgani-
zation energya , predicts that in the case (DA8 � 0)
the reorganization energy should be 4 times bigger
than the activation free energy, which is remarkably
well verified by the present calculations (a �
4.03DA± for the 5 Å calculation anda � 3.92DA±

for the 7 Å calculation). It should also be noticed
that this relation was more poorly satisfied in the trun-
cated electrostatics approach at 7 A˚ (a � 3.52DA±

[40]).

4. Conclusions

The two PMFs presented in this article clearly show
that the use of Ewald sums (or an approximation such
as the one used in this work) yields substantially
different results in comparison with the use of trun-
cated electrostatic interactions. Besides the obvious
difference in magnitude of the values between the
two PMFs, the appearance of two minima in the trun-
cated case is perhaps even more noticeable. The first

TE minimum, corresponding to a water bridging
configuration, may have a softer analogous effect in
the Ewald PMF in the region up to 4 A˚ as the free
energy curve does seem to be not as steep as it is a bit
farther ahead.

The second minimum of the TE PMF simply does
not appear in the Ewald PMF. It was shown in this
work that significant differences occur in the solvation
shells of waters. The poorer orientation of the waters
in the TE case may be the cause for weaker cation–
water interactions, thus providing weaker shielding by
the solvent and causing the free energy to rise as this
orientation loss becomes more pronounced in the 5.2–
6.5 Å region. This effect should also be an indication
that truncation of the long range electrostatic interac-
tions overestimates the repulsion between the hydra-
tion shells of the solutes so as to cause them to distort
more significantly.

The origin of the 5.2 A˚ minimum does seem, thus,
to have an important short range structural compo-
nent. It is an interesting point to notice how different
long range treatments may have such a marked influ-
ence on the short range structure. It should also be
notice that even though both PMFs seem to tend to
the proper asymptotic behavior, as the long distance
TE PMF values correspond to strong interactions
between the ions’ solvation shells, they may in fact
be a local maximum that would decay, at even longer
distances, to the correct asymptotic values as these
interactions became weaker.

In relation to the electron transfer studies of the
present system, it was found out that the electron
transfer process in fact does occur with a lower acti-
vation energy for shorter interionic separations. The
process at 5 A˚ of separation occurs with an activation
free energy about 27 kJ/mol lower than it occurs at
7 Å. Comparing this value with the free energy which
is needed to make the two ions approach from 7 A˚ to
5 Å, which can be seen from the PMF to be of about
13 kJ/mol, one can conclude that in this case the elec-
tron transfer at very short distances is indeed favor-
able.

In addition it should be noted that the comparison
of the present results obtained for the electron transfer
at 7 Å, which were obtained by treating the electro-
static interactions as described previously, when
compared with earlier results obtained with truncation
of the long range electrostatic interactions [40] clearly
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show that the latter approach is inappropriate for the
solution of this problem. In fact, the value for the
activation free energy obtained with that model is
substantially higher than the analogous one obtained
in the present work. Also Marcus relation is verified
more satisfactorily on the present calculation than in
the truncated electrostatic case.
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