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Abstract

This paper gives a short review of the current status of quantum and simulation studies of the specific adsorption phenom-
enon. In the light of results of some recent investigations on the adsorption of halide ions on noble metals, the difficult problem
of the interfacial interactions is discussed. Several difficulties associated with the modeling of the adsorption process in the
simulations are pointed out. Some of them are shown to be related to the cluster model calculations commonly used in the fitting
of the analytical potentials for the ion–metal interaction. The adequacy of the additive analytical form of this potential which is
usually applied, is also discussed. The problem of the description of the interaction of the ion with the electrode in the
intermediate region, when the ion is still surrounded by water molecules, is also addressed.q 1999 Elsevier Science B.V.
All rights reserved.
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1. Introduction

The understanding of the structural properties of
electrolytes near to the metal surface is of primary
importance in electrochemistry. It is widely recog-
nized that the synergism of experiment and computer
simulations may be crucial to the progress in this
understanding. The goal of this paper is to highlight
some of the important progress achieved in the last
decade.

In 1987, in a meeting dedicated to recent develop-
ments in double layer theory, S.L. Carnie stated the
following: ‘‘While no simulations have yet been
reported of water near a metal surface, the day cannot
be far away’’ [1]. This statement was based on the
progress observed in the development of (classic)

pair potentials in the 1970s and 1980s and their appli-
cation in describing the structural, thermodynamic
and dynamic properties of liquid (bulk) water.

Since this time, great progress has been made in this
area. The Monte Carlo (MC) method as well as Mole-
cular Dynamics (MD) have been successfully used in
the last decade for the investigation of the properties
of the metal–water [1–16] and the metal–ionic solu-
tion interface [17–31]. A strategy commonly used for
the description of interactions between all species
involved in the simulated process, is to model them
by some simple analytical functions derived from the
results of quantum calculations. This methodology,
being the standard way of construction of the ion–
water potentials, has a relatively short history in the
area of the interfacial interactions. The first quantum
derived metal–water potentials were applied only
around 1989 [7, 9] and the metal–ion potential only
in 1991 [18]. Among the electrode metals, platinum
has been the most extensively studied. In most
reported results the first layer of water was found to
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be tightly bound to platinum atoms with infrequent
excursions far from the preferred positions. In several
works it was found that the structure of water near the
metal surface resembles that of ice, but other arrange-
ments of water molecules over the surface, mostly
regular, have been also reported. From the standard
MD simulations, the ions Li1 and I2 were found [18]
to take positions in the surface away from their
preferred positions when in a vacuum, this being
above the hollow site of the metal surface. The
small Li1 has a strong interaction with water which
prevails over the Li1–metal interaction. It is kept in
the first solvation shell, at a distance from the surface
much larger than that taken in the absence of waters. It
should not be said to be contact adsorbed although no
water molecule exist in between the ion and the metal.
In fact, the preferred octahedral solvation cage around
Li 1 loses about one water near the surface and this
small ion fits in the first water layer without much
distortion. The position taken by iodide, on the other
hand, reflects its bigger size. It was found to occupy a
position between the hollow and the bridge sites of the
Pt(100) surface while the two neighbouring metal
atoms lose their covering water molecules.

In another approach to the problem of specific
adsorption of ions on metals [24–27], authors go
much further in the discussion of the energetics. The
way of the ion to the electrode surface is analyzed
from the point of view of the solvent contribution to
the free energy curves of the ions as a function of their
distance from the metal wall. In the pioneering work
of Rose and Benjamin [24] on Na1Cl2 at the water–
Pt(100) interface it was shown that these solvent mean
force curves do have some sort of local minimum in
the region statistically preferred by the ions at the first
solvation layer of the metal. However, the total free
energy curves presented in that work are unrealistic as
the ion–metal interaction was represented by the clas-
sical image charge potential that is recognized as
being ‘‘…somewhat ambiguous and (…) not well
defined for distances close to the metal’’. In some
more recent works [25–27], the free energy of adsorp-
tion was obtained using more sophisticated models of
the ion–metal interaction, derived from the quantum
calculations. The results for adsorption of halide ions
on mercury [27] appeared to disagree with the
common electrochemical wisdom.

The present paper reviews some very recent work

going on in our laboratory on the structure and ener-
getics of the solvation of halide ions at infinite dilution
near a copper surface. The adsorption of ions on noble
metals has been extensively investigated experi-
mentally in the past [32–55]. Copper is an especially
interesting metal for the theoretical studies, since its
great tendency for oxidation strongly perturbs the
experimental measurements. In this work several
problems and some still open questions associated
with the simulation studies of the interfacial processes
will be pointed out.

2. Specific adsorption of halide ions on noble
metals in the light of our recent studies

The current understanding of many aspects of the
electrode–electrolyte systems depends on the inter-
pretation of experimental results supported by conti-
nuum electrostatic models or simplified statistical
mechanical calculations. It is normally assumed that
the behaviour of an ion near the electrode depends on
the competition between the ion–metal attraction and
the needed desolvation of the ion as it approaches the
surface due to the limited accessability of the water
when the ion is near the wall. This qualitative idea is
backed by phenomenological models but a molecular-
level treatment is lacking.

The present authors have considered the interac-
tions of the halide ions [56, 57] and of the water
particle [58] with metal surfaces by quantum calcula-
tions. From DFT cluster model calculations it has
been found that the adsorption of water on the
M(100) surface, where M� Cu, Ag, Au, occurs
through the oxygen end of the H2O molecule and is
characterized by a very low barrier for the migration
between the bridge site and the top site, while the third
position studied, the hollow site, has been found to be
energetically forbidden for the adsorption of water.
The adsorption of the water monomer at the top site
was found to be stabilized when there is some tilt
angle between the dipole moment of water and the
normal to the surface. These cluster model calcula-
tions predict that for copper and gold the adsorption of
the H2O monomer is stabilized at the bridge site, while
for silver the top-tiled position is preferred. However,
the adsorption energies at the bridge site and at the
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top-tiled conformation do differ by no more than
1 kJ mol21 thus being essentially indistinguishable.

The strength of the adsorption of water on noble
metals has been found to be rather weak, in agreement
with experimental estimates of this property [59,60].
The trend of hydrophilicity of the three metals has
been found to be in the direction Cu. Au . Ag.

The specific adsorption of ions has been studied

from the point of view of the direct ion–metal inter-
action as obtained from the DFT cluster calculations
[56,57]. The studies on this subject are especially
important since there is no experimental estimates
of the strength of this perhaps decisive force. There
is also a very limited number of theoretical studies of
this type [61–75], and the results obtained frequently
exhibit unexpected features, in disagreement with the
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experimental knowledge. From the experimental
point of view there is a lot of data on the structural
characteristics of adsorption of ions on metals [41–
48] giving evidence of the preferential adsorption of
ions at the multifold hollow site of the surface. Never-
theless, no even approximated prediction could be
made about the adsorption energy of the ion on metal.

The present authors found a clear tendency in the
interaction energies of halide ions with noble metals.
Unambiguously, the hollow site was found to be
preferred for adsorption of ions on all three metals,
followed by the bridge site and the least favoured top
site. As suggested in some earlier quantum calcula-
tions on this subject [70–75], the tendency of adsorp-
tion of ions on a metal in vacuum has been found to be
as follows: F2 . Cl2 . Br2 . I2. This result is
especially intriguing taking into account that the
opposite order was reported from experiment: iodide
has been found to be the strongest adsorbed on metals
from aqueous solution, and fluoride the weakest [32–
38]. At the same time, for the three metals tested, gold
appears to be the most attractive metal for the adsorp-
tion of halides, in agreement with experimental
reports [32].

Considering the trend of the ion–water interaction
that decreases in the same direction as the ion–metal
interaction, one must realize that no final conclusions
about the nature of the specific adsorption phenom-
enon can be taken on the basis of the quantum calcu-
lations. In the light of the quantum results, the
particular balance of forces occurring near the surface
requires more complex studies, using a method that
allows one to consider all relevant interactions in their
equilibrium state. A Monte Carlo (MC) simulation
was adopted to perform the comparative studies of
the specific adsorption of the halide ions on the
Cu(100) surface in aqueous solution [76].

Typically, a rectangular prism of water is consid-
ered between two metal surfaces, the periodic bound-
ary conditions being applied in the two directions
parallel to the metal. When the two metal surfaces
are equal, equilibrium properties should be symmetric
about the central plane and statistical significance may
be improved by averaging between the left and the
right half cells. The number of water molecules
considered in the cell is such as to give the normal
density of 1 g cm23 for bulk water in the central part
of the box. This is normally achieved by trial and error

as the exact volume available for water is difficult to
predict. In fact, the water is excluded from the
immediate vicinity of the metal surface due to its
repulsive forces.

This is the method used in the simulation of the
specific adsorption phenomenon. A lamina of 255
waters was located between two Cu(100) surfaces
modeled by the 300 Cu atoms distributed according
to the fcc crystallographic structure. The number of
waters between the walls has been chosen by perform-
ing several tests with various numbers of waters (or
different separation of walls keeping the same number
of waters). The separation of the walls giving the
desired density of waters in the middle of the box
has been established to be of 24.4 A˚ .

Two levels of investigation were carried out. First,
from the series of MC simulations performed for each
ion at different distances from the surface, the solvent
contribution,As, to the potential of mean force acting
on the ion is computed using the free energy perturba-
tion method. This allows one to analyze the path of the
ion approaching the surface from the point of view of
the response of the solvent only. The solvent mean
force on the ion,As, obtained from those simulations
is shown in Fig. 1 for each ion separately. As can be
seen, at shorter distances from the surface the solvent
contribution to the mean force has an increasing repul-
sive character. Unlike that found in the study of Spohr
[27], this repulsion follows the same tendency as the
strength of the ion–water interaction, the largest being
for fluoride and the smallest for iodide.

The advantage of the separate calculations of the
solvent mean force,As, is that, unlike standard simu-
lations, the results obtained are independent of the
description of the ion–metal interaction. This latter
component is added to the solvent mean force only
a posteriori, what allows the combination of the main
result, As, with different models of the ion–metal
potential.

3. Some methodological aspects

One might ask why the separation of the two
components, theAs and the direct ion–metal inter-
action, is so important. Having the results of the
quantum calculations one should be able to construct
the ion–metal interaction potential that would
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unambiguously reproduce results of the cluster calcu-
lations. However, the problem is not that simple. The
cluster model calculations introduce by their very
nature the doubt of whether the small aggregate of
atoms should be considered a sufficient approximation
of the metal wall, or only a very limited representation

of this wall. Is it correct to use a pairwise additive
potential for this type of interaction? As has been
shown in [76], where different models of the ion–
metal potential have been tested, the final result in
terms of the curve of the free energy of adsorption
is largely determined by the ion–metal component.
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Fig. 2. The behaviour of the additive potential,V1, when the ions are adsorbed at the hollow site of the Cu(100) surface.

Fig. 3. The behaviour of the potentialV2, when the ions are adsorbed at the hollow site of the Cu(100) surface.



Two extreme approaches were tested for the inter-
pretation of the cluster model calculations as a starting
point for the construction of the ion–metal interac-
tion. In one of them,V1, the cluster has been treated
as a very limited approximation of the electrode, what

is expressed by building this potential as a combina-
tion of the ion–atom interactions. When summed over
twelve Cu atoms, the quantum results are recon-
structed; when summed over all 300 atoms forming
the metal wall in the simulation it gives the total

J.A.N.F. Gomes, A. Ignaczak / Journal of Molecular Structure (Theochem) 463 (1999) 113–123118

Fig. 4. The total mean force on the halide ions as they approach the Cu(100) surface. These curves are obtained as a combination of the solvent
mean force on the ion,As, with the ion–metal potentialV1.

Fig. 5. As in Fig. 4, but the curves are obtained as a combination of the solvent mean force on the ion with the ion–metal potentialV2.



ion–wall interaction. The behaviour of this potential
is shown in Fig. 2 for the adsorption of ions at the
hollow site of the Cu(100) surface. In the second
approach, the results of the cluster calculations have
been treated as exact estimates of the total interaction
of the ion with the wall. This potential,V2, simply
reconstructs the quantum points and is shown in Fig.
3 for the adsorption of the ions at the hollow site of the
Cu(100) wall.

When the summation runs only over the atoms
belonging to the cluster used in the quantum calcula-
tions, both potentials can be said to behave almost
identically but their properties differ significantly
when they are applied to the infinite wall. The reason
for this large difference lies in the long range interac-
tions as described by potentialV1 where even very
distant atoms participate to some non-negligible
extent into the total ion–metal interaction. Since the
ion-cluster optimal interaction energy is characterized
by a quite large value at the optimal position of the
ion, the long range interaction is still non-zero even at
the distances from the surface of more than 10 A˚ .

The results of combining the ion–wall interaction
estimated by these two approaches with the solvent
mean force presented in Fig. 1 is shown in Fig. 4 for
the potentialV1 and in Fig. 5 for the potentialV2. It can
be seen that the way of defining the ion–metal inter-
action is indeed crucial for the final description of the
specific adsorption phenomenon. In the first case, as in
earlier theoretical works [27], all ions are found to be
specifically adsorbed. The strongest adsorption is
predicted by this model for fluoride, and the weakest
for iodide. One should notice that, if only one ion,
iodide, is considered to be described by this approx-
imation, the free energy of adsorption appears to be
close to the experimental estimates of this property.
The free energy of adsorption of halide ions on
mercury and silver surfaces has been reported to be
of about 280 to 2100 kJ mol21, depending on the
ion. Nevertheless, when the results for other ions are
considered, this model appears to be incorrect.

It can be seen in Fig. 5, that the second approach to
the ion–metal interaction is also not satisfactory. The
ion–copper interaction is relatively weak in this
approximation and is not able to compensate the
repulsive response of the solvent when ions come
closer to the surface. Nevertheless, an important
feature should be noticed at the same time. The

tendencies observed on these curves do agree qualita-
tively with experimental reports. For the three larger
ions two minima can be found on the free energy
curves, corresponding to the non-specific and to the
contact adsorption. For fluoride, the curve of the
potential of mean force exhibits only one minimum
and becomes repulsive in the region where the ion
would be specifically adsorbed.

Another problem which comes from the nature of
the quantum calculations is the description of the
interaction with metal when the ion is located in the
solution, at a certain distance from the surface. It has
been shown [76] that the description of this long range
interaction by the classical model of the image charge
potential is also quite ambiguous, especially at
distances closer to the metal. This is due to the uncer-
tain definition of the location of the image plane in
relation to the real corrugated structure of the metal
surface. In fact, it was shown that the free energy
curve obtained with the ion–metal interaction as
expressed by the image charge potential is determined
by the position if the image plane.

We have been looking at some factors that may
influence the potential derived from the cluster
model calculations. In this paper we discuss especially
those related to the problem of the construction of the
potential, leaving the question of the adequacy of the
cluster model calculations to be analyzed elsewhere.

First of all, it is not easy to decide about the type of
potential to be used. As mentioned above, the additive
potential commonly used in the literature, may not
give the best description of the interaction of the ion
with an electrode. In this approach all atoms of the
electrode are equivalent from the point of view of the
ion, while this is very unlikely to be true in reality.
The interaction of the ion with an atom belonging to
the surface layer of the metal is expected to be differ-
ent from that with an atom at the same distance from
the ion, but located deep inside the metal. Subtle
effects such as screening by other atoms as well as
the non-uniform charge distribution inside the metal
slab will certainly perturb the ion–atom interaction in
its usual interpretation. If the additive approximation
were essentially correct, it should be enough to calcu-
late just the ion–atom interaction, construct the
simple potential by fitting some analytical function
to these results and then make the summation over
the larger aggregate of the metal atoms. Such
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summations made over atoms forming the cluster
used in the quantum calculations should then recon-
struct the computed results. Unfortunately, this is not
true, since the interaction of the ion with a single
metal atom is different from that with this same
atom involved in metal–metal interactions. This
effect of the environmental differentiation of metal
atoms should be in some way taken into account by
the potential used.

On the other hand, accepting that the simple addi-
tive potential is not correct, the alternative of using
direct ion–metal cluster interaction should be criti-
cally evaluated in function of the size of the ion rela-
tively to the metal cluster used. When talking about
the interaction of the ion with the metal one usually
has in mind the simple model of the ion as a dimen-
sionless point charge. Of course, the potential
includes the size of the species studied only through
its dependency on the distances if it is a pairwise
additive ion–metal atom potential. If not, the range
of the specific interaction between the ion and atoms
belonging to its closest neighbourhood should be in
some way defined, being in a certain way a function of
the size of the ion. Nevertheless, in some cases it may
be not enough, especially when the potential is based
on the cluster model calculations. It should be noticed
that when comparative studies are performed, the size
of the metal cluster usually stays the same in all calcu-
lations, while the size of the ion adsorbed on its
surface differs significantly. In Fig. 6 the four Cu12–
X – clusters (X� F, Cl, Br, I) are drawn taking into
account the relation between the atomic radius of
copper atoms and the ionic radii of the halide ions.
It can be seen that the Cu12 cluster used in DFT

calculations is relatively large comparing to the size
of fluoride, but it is rather small for iodide. This
demonstrates that, in the approximation used, the
model of the metal surface is not the same from the
point of view of the ion. Iodide, as a very large ion,
almost reaches the edges of the cluster and so ‘sees’
the Cu12 cluster as a very limited area of the surface
and an important part of the ion–wall interaction is
missing. For the relatively small fluoride, the cluster
used may be said to be large enough to approximate
the surface and so for this ion the results of the
Cu12–F2 quantum calculations are probably much
closer to the total ion–wall interaction than for the
other three ions. The difficulty with this line of reason-
ing is that this ‘size error’ effect is hard to evaluate
quantitatively.

Another problem in the construction of the ion–
metal interaction, independently of the additive or
non-additive potential used, is its adequacy for the
description of the intermediate region, when the ion
approaching the surface begins to have its first solva-
tion shell modified. This problem has been mentioned
in some earlier works, but no attempt was made to
include this parameter into the form of the potential
used. The quantum calculations describe the interac-
tion of the ions or other species with the metal in
vacuum. Of course, this model is true only in a very
limited range of distances of the particle to the
surface. When the interaction of the ion with the elec-
trode is considered at the water–metal interface the
quantum calculations are not valid any more, since
some water molecules may be located between the
ion and the metal, modifying significantly the charac-
ter of the ion–electrode interaction. It is obvious that
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the quantum points give a very poor approximation
when the ion is located in the bulk of the liquid, far
away from the electrode. In this region the image
charge potential is likely to give a better description
of the long range electrostatic forces between the ion
and the electrode.

A new ion–metal potential,V3, where some of the
factors discussed above are taken into account is being
tested right now. Special attention is given to a more
accurate evaluation of the interaction of the ion with
the wall in the intermediate region where this is
assumed to be a mixture of the image charge potential
with a short-range additive potential. The range of this
specific ion–metal interaction has been defined to be
dependent on the size of the ion in relation to the size
of the cluster used in the DFT calculations. The inter-
mediate region, where this specific interaction is
smoothly replaced by the image charge potential, is
determined by the size of the first hydration shell of
each ion and the range of the first hydration layer of
the metal. In a certain region both types of ion–metal
interaction, specific and non-specific, are assumed to
participate in the total ion–metal potential.

In Table 1 some preliminary results obtained with
this new potential are given. The optimal energy of
adsorption of the ion on the metal surface in a
vacuum, as well as the free energy of adsorption of
each ion on the Cu(100) surface are given. For
comparison, the analogous results obtained with
the V1 and V2 potentials, and with two extreme

interpretations of the image charge potential,Vim

and Vim0, are also given. In theVim0 potential, the
image plane is defined by the centers of atoms belong-
ing to the first metal layer. In the alternativeVim, this
plane is shifted towards the liquid by a distance of
1.28 Å. Additionally, the values of the solvent contri-
bution, As, at the distances predicted for the adsorp-
tion of the ions in the DFT calculations are listed.

Several tendencies in the results presented in this
table should be stressed. First, all potentials tested do
follow the same ordering in the strength of the ion–
copper interaction as that found from the DFT calcu-
lations, i.e. F2 . Cl2 . Br2 . I2. Nevertheless, the
energy values differ significantly when different
models are compared and so do the free energy values.
As mentioned earlier, in the case of the image charge
potential, the results are very sensitive to the position
of the image plane. TheAV1 value for iodide is close to
the experimental estimate, but an increasing error is
observed when going to fluoride along the halide ions
group. The tendencies found in theAV2 free energies
follow the experimental suggestions in a qualitative
way, but cannot be compared quantitatively.

The preliminary results obtained with the potential
V3 appear to be very promising, when compared with
those obtained by the standard models. TheAV3 esti-
mates of the free energy of adsorption of ions are close
to the values proposed experimentally for the adsorp-
tion of the halide ions on noble metals [36]. The weak-
est adsorption is that of fluoride as predicted by this
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Table 1
The upper section shows the optimal ion–metal distance,zmin, as estimated by DFT calculations of the Cu12–X2 system and the solvent

contribution to the potential of mean force,As, at that distance. The lowest section shows the total potential of mean force, A, on the ions at the
zmin distance or, in some cases, at the specific optimal distance (shown in parentheses). This is obtained as a combination ofAs with the metal-ion
interaction energy,E, obtained in the modelsVim, Vim0, V1, V2 andV3 discussed in the text

Property\ion F2 Cl2 Br2 I2

Zmin 1.3 2.0 2.3 2.6
As 300.1 126.9 122.3 97.4
Eim 2 2448 (1.3) 2 390 (2.0) 2 273 (2.3) 2 208 (2.6)
Eim0 2 217 (1.3) 2 134 (2.0) 2 130 (2.3) 2 98 (2.6)
EV1 2 539 (1.0) 2 296 (1.8) 2 242 (2.1) 2 206 (2.4)
EV2 2 242 (1.3) 2 142 (2.0) 2 118 (2.3) 2 93 (2.6)
EV3 2 346 (1.1) 2 232 (1.8) 2 199 (2.1) 2 183 (2.4)
Aim 2 2148 (1.3) 2 264 (2.0) 2 151 (2.3) 2 111 (2.6)
Aim0 84 (1.3) 2 8 (2.0) 8 (2.3) 2 0.8 (2.6)
AV1 2 229 (1.5) 2 162 (2.1) 2 111 (2.4) 2 101 (2.4)
AV2 60 (1.3) 2 11 (2.0) 8 (2.3) 7 (2.6)
AV3 2 52 (1.7) 2 104 (2.1) 2 72 (2.4) 2 79 (2.4)



model when a comparison is made with the three other
ions and this agrees with values reported from the
electrochemical measurements. A somewhat unclear
situation is found for chloride, that is predicted to be
more strongly adsorbed than iodide. This deviation
can be associated with some assumptions made
about the strength of the interaction of this ion with
the water molecule.

4. Conclusions

It is a well known fact, that the interactions at the
electrode–electrolyte interface are very difficult to
measure experimentally. As shown above, the theore-
tical evaluation of the forces between species belong-
ing to these two phases is not a trivial problem and
depends on many factors. The description of the inter-
facial interaction is loaded with many doubts and
ambiguities. Several problems associated with the
construction of the potentials describing the inter-
facial interactions have been pointed out. Most of
them are related to the cluster model calculations
that are the usual starting point in studies of this
type. The additivity of the potential assumed in
the simulations to describe the ion–metal inter-
action seems to be oversimplifying the problem.
Some aspects of the accuracy of the cluster
model as a basis for the fitting of the potential
have been discussed.

The correction of some problems analyzed above is
included in a new potential being tested. The preli-
minary results obtained with this potential do confirm
that more sophisticated models than those used in the
past for the ion–metal interaction are necessary to
succeed in the study of the subtle balance of forces
acting on the ion near the electrode. In the new model
proposed the ion–metal interaction increases when
going from iodide to fluoride following the tendency
found from the DFT cluster calculations. Neverthe-
less, when combined with the solvent mean force
acting on the ion near the surface, the adsorptivity
of fluoride is the smallest in agreement with the
common experimental wisdom. At the same time
the computed values of free energy of adsorption of
the three larger ions appear to be close to the level
found experimentally for this property.
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