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ABSTRACT: We are interested in modeling enzyme]inhibitor interactions with a
view to improve the understanding of the biology of these processes. The present work
focuses, therefore, on the research on enzyme]inhibitor interactions using two highly
homologous enzymes as our models: b-factor XIIa and trypsin. This study so far has

Ž .focused on the following: 1 arginine]carboxylate interactions such as the one occurring
in the ‘‘binding pocket’’ of b-factor XIIa with an inhibitor; according to the present
calculations, the neutral form is usually more stable than is the zwitterion in hydrophobic

Ž .environments as in the case of the above-mentioned complex. 2 Interactions present in
the contact region between trypsin and PTI; the contribution of some amino acids of that
region to the binding energy of the complex trypsin]PTI was determined using free-

Ž .energy simulation methods. 3 Interactions involved in the inhibition of trypsin by PTI;
Ž .hybrid quantum-classical mechanical calculations LSCF were performed to further this

point. Q 1999 John Wiley & Sons, Inc. Int J Quant Chem 74: 299]314, 1999
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Introduction

olecular modeling is a new exciting field, aM rapidly growing area contributing to in-
creased knowledge on molecular structure, func-
tion, and interaction. Everyday, attempts are being
made in studying larger and more complex sys-
tems, increasing the number of publications avail-
able in the literature on the subject and helping
out the experimentalists with the interpretation of
experiments andror the design of new ones.

We are interested in modeling enzyme]inhi-
bitor interactions with a view to improving the
understanding of the biology of these processes.
Systems of particular interest to us are serine pro-
teases, namely, b-factor XIIa and trypsin, and their
respective inhibitors. Those enzymes are both of
great biological importance: b-Factor XIIa belongs
to the group of blood coagulation proteins and
trypsin is a pancreatic serine protease involved in
digestion.

The enzymes show sequence identity to a high
degree, and although the physiological functions
of the two proteins are different, they seem to have

Žthe same active center formed by the catalytic
. w xtriad Ser 195, His 57, and Asp 102 1, 2 and to

follow the same catalytic mechanism. However,
Ž .the pancreatic trypsin inhibitor PTI , which is a

natural inhibitor of trypsin, does not inhibit b-fac-
tor XIIa; moreover, the amazing stability of the

w xcomplex formed between trypsin and PTI 3 has
not really been explained. What is the contribution
of each residue to the binding energy? The confor-
mation of this complex is often used, in reactivity
studies, as a model of the Michaelis complex which
generally leads to the formation of the acyl en-
zyme and then to the hydrolysis of PTI. However,
why is there no hydrolysis of PTI? Why is there no
cleavage of the peptidic bond of PTI considering
the great similarity between this inhibitor and a
substrate for trypsin?

These are the sort of questions that we are
attempting to answer. The present work so far has
focused on the study of the following:

1. Interactions occurring in the ‘‘binding pocket’’ of
b-factor XIIa with an inhibitor, that is, salt
bridge electrostatic interactions formed be-
tween the aspartate which sits at the end of
the binding pocket of b-factor XIIa and the

arginine characteristic of any inhibitor or in-
deed any b-factor XIIa substrate preferred by

Žthe enzyme. We performed ab initio 6-31G**
. w xand MP2r6-31G** 4 and semiempirical

Ž . w xAM1 5 calculations for this study.

2. Interactions occurring in the contact region be-
tween trypsin and PTI, that is, calculations on
the change in the binding free energy associ-
ated with mutations carried out in trypsin
when within the complex trypsin]PTI, using

w xfree-energy simulation methods 6 , to un-
derstand the contribution of each amino acid
to the binding energy of the complex.

3. Interactions involved in the inhibition of trypsin
by PTI, by hybrid quantum-classical mechan-

Ž . w xical calculations LSCF 7 on the complex
trypsin]PTI combining a quantum treatment
of the catalytic site of the enzyme and the
part of the inhibitor in close contact with it,
and a classical treatment of the rest of the
system. The objective of these studies is to
find out why PTI behaves as an inhibitor of
trypsin rather than as a substrate.

Interactions Occurring in the ‘‘Binding
Pocket’’ of b-Factor XIIa with
an Inhibitor

There has been much interest focused on the
interactions between acidic amino acids, aspartic
Ž . Ž . Ž .Asp and glutamic Glu , and arginine Arg . In-
deed, these side-chain interactions are very impor-
tant, amounting to 40% of ionic pairs occurring in

w xproteins 8, 9 . They have been usually viewed as
guanidinium]carboxylate salt bridges as these ions
are the terminus of the Arg side chain and the Asp
and Glu side chains, respectively. However, the

Žinteractions Arg]Asp and Arg]Glu arginine]car-
.boxylate interactions can occur in two different

forms: zwitterionic and neutral. These forms can
be well simulated using appropriate molecular
models such as methylguanidinium]acetate and

Žmethylguanidine]acetic acid, respectively see Fig.
.1 .

The arginine]carboxylate interactions under-
take a very important role in a large number of
biological mechanisms such as in the photochem-

w xistry of retinal protein 10]14 , antigenrantibody
w xrecognition 15]17 , and enzyme]substrate inter-

w x Žactions 18, 19 in which b-factor XIIa]inhibitor
w x.interactions are included 20 .
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( ) ( )FIGURE 1. Schematic representation of A methylguanidinium]acetate and B methylguanidine]acetic acid. In both
systems, the intermolecular parameters g , h, and d are also shown.

The interest in these interactions has been trans-
lated into a series of studies, which can be found

w xin the literature 9, 21]26 . Both experimental, that
is, systematic analysis of structural crystallo-
graphic data, and the theoretical work, performed
on a very restricted set of configurations and at a
low quantum mechanical level, have favored the
zwitterionic form.

In this context, some of us have performed
extensive quantum-mechanical studies of this sys-

w xtem 7, 27]29 . In these studies, we carried out
semiempirical AM1 calculations, as well as using

Ž .LSCF and ab initio 6-31G** and MP2r6-31G**
methods. According to these calculations, the neu-
tral form is usually more stable than is the zwitte-

Žrion in hydrophobic environments such as the
. w xbinding pocket of b-factor XIIa 7, 27]29 . On the

other hand, the interactions with a hydrophilic
proteic or aqueous environment stabilize the zwit-

w xterionic form relatively to the neutral one 7 .
The large influence of the environment on the

arginine]carboxylate binding processes has also
been confirmed by other recent theoretical studies

w x30]32 . It is concluded that, in general, in the
folding of proteins, the formation of salt bridges is
not favored and the ion-pair structure is preferred
over the neutral species. However, this situation
seems to be inverted in some hydrophobic envi-

w xronments 30 .
The analysis of our energetic and structural

results also enabled us to conclude that the elec-
tronic correlation does not introduce any signifi-
cant enhancement to the values calculated at the

w x6-31G** level 28 . On the other hand, the AM1
results exhibit large differences when compared

w xwith the ab initio values 28 . However, only sym-
Ž .metric conformations h s 0 were considered in

Ž .our conformational studies see Fig. 1 . The stag-
Ž .gered conformations h / 0 , of which some are

very important, were ignored.
In this work, a conformational analysis was

carried out in vacuo on both forms: zwitterionic
and neutral. This study was performed using the

w xab initio RHF method with a 6-31G** basis set 4 ,
because this seems to be the lower quantum-mech-
anical level that gives a good description of argi-
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w xnine]carboxylate interactions 28 . All the calcula-
tions were done within the package GAUSSIAN 92
w x33 , using an IBM Risc 6000 workstation.

Most arginine]carboxylate interactions seem to
occur when the heavy atoms of both fragments are

w xon the same plane 9, 23 . We, thus, limited our
study to this region; Figure 1 shows the inter-
molecular parameters that have been used to cre-
ate the conformational space, that is, g , d and h.
After fixing the rotation angle g of one molecule
against the other, we optimized the other inter-
molecular parameters, that is, the distances d and
h between the carbon atoms C and C z of bothg

molecules, as well as the inherent intramolecular
parameters.

Ž .Trans H , corresponding to g s 608, and
Ž .trans CH , with g s 1808, were the starting ge-3

ometries for the conformational analysis, with each
conformation having been obtained from the pre-
vious optimized one with an increment in g of 108.
This led us to 36 studied conformations for each
form, that is, 72 conformations in total.

Ž .The stabilization energy D E for our systems
was also calculated here using the supermolecule
approach and the noninteracting charged frag-
ments as the initial reference state:

Ž . Ž q. Ž y. Ž .D E s E S y E MGH y E Ac , 1

Ž .with E S standing for the energy of the neutral
Ž . Ž q y.MG:HAc or zwitterionic MGH :Ac forms;
Ž q.E MGH , the energy of the methylguanidinium;

Ž y.and E Ac , the energy of the acetate ion. The
counterpoise correction was not used in these cal-
culations, because it has been determined to be

w xvery small in this type of system 28 .
Figure 2 depicts the results that we have ob-

tained with the present conformational analysis
and help us to conclude that the neutral form is,
indeed, usually more stable than is the zwitterion.
There are exceptions occurring at g s y508 to y108
in which the only protons being transferred are
those from the methyl group of methylguani-
dinium. The minima of conformational space occur

Ž .with conformations trans H , with g s 608, and
Ž .trans CH , with g s 1808; this is in agreement3

wwith both the analysis of the structural data 9, 21,
x w x23 and the theoretical calculations 23]29 previ-

ously done.
w xPreviously 27, 28 , proton transfer had been

detected occurring from methylguanidinium to the
acetate during the ab initio optimization proce-
dure. However, this phenomenon was observed in
a very small number of conformations. Here, due
to the possibility of horizontal displacements dur-
ing the optimization procedure, the path for pro-
ton transfer is more realistic and easier. Therefore,

( ) ( ) ( )FIGURE 2. Plot of stabilization energy DE kJrmol versus angle of rotation g degree for ` methylguanidinium
( ) ( )against acetate, + methylguanidine versus acetic acid, and [ conformations where proton transfer has been

observed during the optimization procedure from a zwitterionic initial geometry.
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proton transfer has been observed in a very large
Žnumber of conformations y1608, y1508, y1008,

y908, y808, y708, 08, 108, 208, 308, 808, 908, 1008,
.1508, and 1608 .

Crystallographic data cannot usually provide
information on the position of hydrogen atoms
and, so, a complete description of arginine]car-
boxylate interactions may fail if we restrict these
atoms to the amino acid side chains to which they
would normally belong. The evidence of a proton
transfer occurrence in arginine]carboxylate com-
plexes can be indirectly detected by the break of
symmetry in the heavy atom geometric parameters

w xinduced in the respective side chains 34 . How-
ever, this possibility has to be explicitly taken into
account in the refinement procedures of crystallo-

w xgraphic structures 34 .
In this work, we carried out a statistical study

on these relevant geometric parameters for all the
Žfragments studied acetate, acetic acid, methyl-

.guanidinium, and methylguanidine , both isolated
and when included in the zwitterionic or neutral
complexes. The geometric parameters were de-
fined using standard orientations of the fragments
in relation to the more closely interacting oxygen
for acetate in presence of methylguanidinium, the
proton-acceptor oxygen in acetic acid, the methyl
group for isolated methylguanidinium, the re-
moved proton for isolated methylguanidine, the
transferred proton for methylguanidine in the
presence of acetic acid, and the more closely inter-
acting hydrogen for methylguanidinium in the

Ž .presence of acetate see Fig. 3 .
For fragments in each other’s presence, the mean

values of the geometric parameters are obtained as
conformational averages. All the structures used in
this study were optimized with the already re-
ferred to constraints. No type of weighting factor
was used because our main objective was to test
the conformational invariance of the standard or-
ientations. For isolated methylguanidine, these
values are obtained as averages for all possible

Žstructures differing in which proton has been re-
. Žmoved . For the other isolated fragments methyl-

.guanidinium, acetate, and acetic acid , only one
structure occurs and the geometrical parameters
are unambiguously defined. The results obtained
in this study are presented in Table I.

The carboxylate group of isolated acetate is a
Žp-conjugated system where the two C O d1

. Ž .and d bonds and CH C O a and a an-2 3 1 2
gles are equivalent. In isolated acetic acid, this
symmetry is broken by the proton transferred to

FIGURE 3. Standard orientations used in the statistical
(analysis of heavy atom geometric parameters d , d ,1 2

)d , a , a , and a associated with proton transfer for3 1 2 3
( ) ( ) ( )A isolated acetate, B acetic acid, C acetate in

( )presence of methylguanidinium, D isolated
( ) ( )methylguanidinium, E methylguanidine, and F

methylguanidinium in presence of acetate. In the ionic
( )fragments C and F ; H represents the hydrogen atomint

of methylguanidinium which more closely interacts with
acetate and O represents the oxygen atom of acetateint
which more closely interacts with methylguanidinium,
respectively.

Ž .an oxygen atom originating one single C—OH d1
Ž .and one double C5O d localized bond. Conse-2

˚Ž .quently, d increases from 1.24 to 1.33 A and d1 2
˚Ž .decreases from 1.24 to 1.19 A . The associated

Ž . Ž .angles CH —C—OH a and CH C O a3 1 3 2
also become nonequivalent. Therefore, while a1
decreases from 115.258 to 111.958, a increases from2
115.258 to 125.718. The remainding angle O5C—O
Ž . Ž .a and bond C—CH d change from 129.508 to3 3 3

˚122.348 and from 1.55 to 1.50 A, respectively.
The isolated methylguanidinium is also a p-con-

Žjugated system where the three C N d , d ,1 2
. Ž .and d bonds and N C N a , a , and a3 1 2 3

angles are almost equivalent. In the isolated meth-
ylguanidine, this quasi-symmetry is broken by the
proton removed from a nitrogen atom. This origi-

Ž .nates two single C—N d and d bonds and one2 3
Ž .double C5N d localized bond. Consequently,1

INTERNATIONAL JOURNAL OF QUANTUM CHEMISTRY 303



RAMOS ET AL.

TABLE I
Geometric parametersa,b average of heavy atoms and co-standard deviationsc associated with proton transfer.

Fragment d d d a a a1 2 3 1 2 3

yIsolated Ac 1.24 1.24 1.55 115.25 115.25 129.50
Isolated HAc 1.33 1.19 1.50 111.95 125.71 122.34

yAc in
presence

+of MGH 1.2 " 0.8 1.2 " 0.5 1.5 " 0.1 116 " 2 118 " 2 126.1 " 0.6
HAc in

presence
of MG 1.3 " 0.5 1.2 " 0.3 1.5 " 0.9 112 " 1 124 " 1 124.1 " 0.2

+Isolated MGH 1.32 1.32 1.33 119.28 120.06 120.66
Isolated MG 1.26 " 0.01 1.38 " 0.01 1.38 " 0.01 120.2 " 0.7 112 " 1 127.0 " 0.7

+MGH in
presence

yof Ac 1.30 " 0.01 1.34 " 0.01 1.33 " 0.01 120.4 " 0.9 119 " 1 120.9 " 0.9
MG in

presence
of HAc 1.27 " 0.01 1.38 " 0.01 1.37 " 0.01 120.6 " 0.7 114 " 1 125 " 1

Acy—acetate; HAc—acetic acid; MGH+—methylguanidinium; MG—methylguanidine.
a Bond lengths in angstroms, angles in degrees.
b The geometric parameters are defined according to the standard orientation presented in Figure 3.
c Standard deviations calculated relatively to the average structures.

˚while d decreases from 1.32 to 1.26 A, d and d1 2 3
˚both increase to 1.38 A. This quasi-symmetry is

also broken relatively to the bond angles. In fact,
while a is almost conserved at 1208, a changes1 2
from 120.068 to 1128, and a , from 120.608 to 127.08.3

When the fragments are included in the respec-
tive complexes, the above-mentioned tendencies
are usually observed. However, the fragment]
fragment interactions led to less marked differ-
ences between the ionic and neutral species.

Our present results are in good agreement with
w xour previous theoretical calculations 7, 27]29 , the

latter strongly suggesting that in hydrophobic en-
vironments the neutral form should be more stable
than is the zwitterionic one. Here, the improve-
ment of the molecular model reinforced the previ-
ous conclusions. Additionally, we used a method-
ology, based in the break of symmetry induced by
proton transfer in some heavy atom geometric

w xparameters 34 , to detect the occurrence of the
neutral arginine]carboxylate complex in crystallo-
graphic structures.

Interactions Occurring in the Contact
Region Between Trypsin and PTI

Enzymes control most biochemical reactions oc-
curring in living organisms. The best way to inves-

tigate the catalytic mechanisms of these biopoly-
mers would be to crystallize the enzyme:substrate
complexes and examine their structures by X-ray
diffraction or NMR techniques. Unfortunately, a
complex of this type is very unstable, and once it
is formed, the catalytic reaction begins rapidly
originating the corresponding enzyme]product

w xcomplex 1 .
We are interested in serine protease inhibitors

of the PTI type, and throughout the text when
mentioning inhibitors, we are referring to such
systems. Naturally occurring serine protease in-
hibitors of the PTI type are usually small proteins
which undertake an important biological role in
the control and defense mechanisms of living or-
ganisms. The inhibitors bind reversibly to enzymes
in a similar manner as substrates do. However, an
enzyme]inhibitor structure is stabilized by a com-

Žplex system of noncovalent hydrogen bond, van
.der Waals, and electrostatic interactions which

inactivate the enzyme blocking its active site.
Ž .In this context, the simulation of enzyme E ]

Ž .inhibitor I association reactions,

Ž . Ž . Ž . Ž .E aq q I aq ª E : I aq , 2

is very important to model the corresponding en-
zyme]substrate association processes. These theo-

VOL. 74, NO. 3304
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retical studies contribute to a better understanding
of the interactions responsible for the stability of
enzyme]inhibitor complexes, and this knowledge
should be very important in the design of new
specific inhibitors.

Presently, simulation of the association reac-
Ž .tions 2 is usually impossible, mainly because it

would mean removing a large number of water
molecules from the solvated enzyme and inhibitor
to form the enzyme]inhibitor complex. However,
it is possible to perform this type of study using
indirect pathways. The most used methodology
consists of performing relevant amino acid muta-
tions selected in the contact region of the enzyme:
inhibitor complex, creating a modified enzyme
Ž . Ž .ME or inhibitor MI . A mutation of this type
should destroy the specificity of a given interac-
tion, preserving the three-dimensional structure of
the original species. Consequently, the original and
mutated residues should be similar from a topo-
logical point of view but must have different
chemical properties. In this context, the binding

Ž .free energy DD F , associated with a particular
mutation, can be determined using appropriate
thermodynamic cycles,

D F1 6
Ž . Ž . Ž .E aq q I aq E : I aq

6D F D F3 466

Ž . Ž . Ž .ME aq q I aq ME : I aq
D F2

or Ž .3
D F1 6

Ž . Ž . Ž .E aq q I aq E : I aq

6D F D F3 466

Ž . Ž . Ž .E aq q MI aq E : MI aq
D F2

as well as free-energy simulation methods.
Ž .From thermodynamic cycle 3 , it follows that

Ž .DD F s D F y D F s D F y D F , 42 1 4 3

and if the original and the mutated are not too
different, the desired quantity can be obtained by
the simulation of nonphysical processes 3 and 4.
This type of methodology has been used exten-
sively for the prediction and interpretation of pro-
tein:ligand interactions as well as in the study of

w xother similar biological processes 35]49 .
A very large number of theoretical and experi-

mental studies have been performed to provide a
better understanding of the fundamental biological
mechanisms associated with the serine proteases.
These studies have included quantum and molecu-

w xlar mechanics calculations 50]52 , spectroscopic
w xtechniques 53, 54 , statistical analysis of crystallo-

w xgraphic structures 55, 56 , and molecular simula-
w xtions 57]65 . However, although the binding in-

teractions responsible for the stability of the
trypsin]PTI complex have been identified by the

w xanalysis of crystallographic structures 66, 67 , no
systematic study of their relative importance has
been carried out.

In this work, we present the study of three
Ždifferent interactions Asp E189]Lys I15, Gln

.E192]Cys I14, and Tyr E39]Ile I19 involving side
Ž .chains from trypsin and PTI see Fig. 4 and occur-
Žring in their contact region the notation adopt-

ed in the remaining text uses E for enzyme and I
.for inhibitor . These interactions have large differ-

ences in their chemical properties and occurring
environments. In fact, while Asp E189]Lys I15 is
an interaction involving charged side chains, Gln
E192]Cys I14 and Tyr E39]Ile I19 are side-chain]
main-chain polar interactions. On the other hand,
while the first two interactions occur in the hy-
drophobic binding pocket, the last occurs in a
more solvent-accessible hydrophilic region.

In the study of these interactions, we used the
indirect pathway described above. The mutations
were performed in trypsin, creating a modified

Ž .trypsin MTrypsin , and were selected to destroy
the specificity of the associated interactions with
minor topological alterations. Therefore, our calcu-
lations are relative to the first thermodynamic cy-

Ž .cle in Eq. 3 .
w xBoth thermodynamic perturbation 68 and ther-

w xmodynamic integration 69 were used in the free-
energy simulations performed here. In the thermo-
dynamic perturbation calculations, double-wide

w xsampling 70 was used. In the thermodynamic
integration calculations, the free-energy differ-
ences, D F and D F , were obtained by trapezoidal3 4
integration.

Molecular simulations of biomolecules, in a box
of water with periodic boundary conditions, have

w xbecome possible 41, 43, 46, 71]73 . However, this
approach is still too expensive for most of the
proteic systems. In this context, the ‘‘active region’’
methododology is a very common alternative
w x35]40, 43, 44, 46, 61, 63 . Within this formalism,
the simulated system is subdivided into an active

Ž .region centered in the region of interest treated
by full molecular dynamics or Monte Carlo, a

Žboundary region where the atomic motions are
w xstochastically 36]38, 40, 43]44 andror harmoni-

w xcally 35, 36]40, 43, 44, 46, 61, 63 restrained to
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FIGURE 4. C -trace representation of the structures of trypsin in green and PTI in red. The binding interactionsa

studied in this work are shown fully: in blue bold, the Gln E192]Cys I14 interactions; in magenta bold, the Tyr E39]Ile
I19; and in orange bold, the Asp E189]Lys I15 interactions. For simplicity, the notation E for enzyme and I for inhibitor
has been separated from the names of the residues.

prevent water molecules from evaporation and
structural distortions of the amino acid residues

.near the surface of the model system , and an inert
region where the residues are fixed to their initial

w x wpositions 35, 39, 43, 44, 63 or even deleted 36]38,
x40, 46, 61 . Despite its simplicity, this type of

method has achieved, in many cases, an agreement
between the simulated and the experimental val-
ues comparable to the most sophisticated models
w x74 .

Trypsin and the trypsin]PTI complex are rela-
tively large proteic sytems. Consequently, we used
an ‘‘active region’’ formalism in the molecular
dynamics simulations performed in this work. The

ŽX-ray diffraction structures of bovine trypsin reso-
˚. Žlution s 1.55 A and the trypsin:PTI complex res-
˚. w xolution s 1.8 A 75d , which include some crystal-

lographic waters, were used as starting geometries
˚in our study. For each interaction, an 18 A sphere

centered on the mutated amino acid defined the
region of interest. The space within this sphere
which was not occupied by crystallographically
determined atoms was filled by equilibrated TIP3P

w xwaters 76 . The model systems used in the simu-
lations are presented in Table II.

The initial structures were fully optimized, until
the rms energy gradients were less or equal 0.0001
kcalrmol, using 1000 steps of steepest descent and
performing the remaining steps by the conjugate
gradients method. In the free-energy simulations,

Žwe used 29 windows 0.0025, 0.01]0.05 with incre-
ments of 0.01; 0.1]0.9 with increments of 0.05;

.0.95]0.99 with increments of 0.01 and 0.9975 for
w xthe Tyr E39 ª Phe mutation 63 , and 27 windows

Ž0.01]0.05 with increments of 0.01; 0.1]0.9 with
increments of 0.05; 0.95]0.99 with increments of

.0.01 for the other two mutations. For each win-
dow, molecular dynamics was used to calculate
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˚the ensemble average quantities. The 18 A spheri-
˚Ž .cal region was subdivided into a 15 A radius

active region treated by full molecular dynamics
Žand a boundary region with volume between 15

˚.and 18 A where harmonic forces were used to
restrain the water molecules’ motions; this was
achieved by constraining the oxygen atoms of these
molecules to their starting positions using a force

y1 ˚y2constant of 0.6 kcal mol A . The other residues
were fixed in their initial positions, but were in-
cluded in the calculation of potential energy and
forces. Constant temperature was maintained at
300 K using the Berendsen temperature coupling

w xmethod 77 with a time step of 0.001 ps and a
coupling constant of 0.1 ps. SHAKE constraints
w x78 were applied to all bonds between hydrogen

˚and heavy atoms. A distance cutoff of 9.0 A and
the SWITCH truncation scheme were used in gen-
erating the list of nonbond pairs, updated every 10
steps. Instant values of thermodynamic quantities

Ž .were kept every 20 steps 0.02 ps for analysis.
For each window, the ensemble average quanti-

ties were equilibrated until their mean values ap-
peared to be stable. In that moment, the produc-
tion run began and it was continued until the
results had converged. The equilibration times
ranged from 20 ps to 1 ns and the simulation times
from 120 ps to 1.2 ns. All the calculations were
performed using an HPr700 workstation, with the

Q w xpackage CHARMm 22 79 , using the standard

polar hydrogen potential-energy function linearly
scaled with the coupling parameter l. The free-en-
ergy calculations were carried out using the
‘‘dual-topology’’ formalism and the TSM utility.
The total simulation times used for each mutation
are presented in Table III.

w xThe block methodology 80 with a block size of
100 conformations was used to calculate the statis-
tical errors of the ensemble average quantities. The
formalism used to calculate the total errors associ-

Žated with the free-energy variations D F , D F ,3 4
. w xand DD F is described elsewhere 63, 81, 82 .

The free-energy variations, calculated within the
thermodynamic perturbation and thermodynamic
integration formalisms, are presented in Table IV.

Ž .The binding free energies DD F calculated by
both methods are in good agreement. However,

Ž .their components D F , D F have usually large3 4
discrepancies. The main reason for these differ-
ences is that, in thermodynamic integration simu-
lations, the free energies associated with the tran-
sitions to the end points were not evaluated.
However, if an end-point correction was to be
introduced to the thermodynamic integration val-

Ž .ues see Table IV , a better agreement could be
obtained with the thermodynamic perturbation re-
sults.

For each mutation, the individual free-energy
components associated with the nonphysical pro-

Ž .cesses D F , D F are always positive. As expected,3 4

TABLE II
Model systems used in the simulation of specific mutations on trypsin and trypsin–PTI complex.

Model for
solvated

Center of the Model for tripsin]PTI
˚Interaction Mutation 18 A sphere solvated trypsin complex

( )Asp E189]Lys I15 Asp E189 ª Ala C Asp E189 223 amino acids 281 amino acidsb

( )sc + +
393 TIP3P 417 TIP3P
waters waters

( )Tyr E39]Ile I19 Tyr E39 ª Phe C Tyr E39 223 amino acids 281 amino acidsz

( )sc]mc + +
601 TIP3P 465 TIP3P
waters waters

( )Gln E192]Cys I14 Gln E192 ª Leu C Gln E192 223 amino acids 281 amino acidsg

( )sc]mc + +
458 TIP3P 354 TIP3P
waters waters

sc—side-chain interaction; sc]mc—side-chain]main-chain interaction.
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TABLE III
Total simulation times used in the simulation of specific mutations on trypsin and trypsin–PTI complex.

( )Simulation times ns

Interaction Mutation Trypsin Trypsin]PTI Total

Asp E189]Lys I15
( )sc Asp E189 ª Ala 4.560 5.760 10.320

Tyr E39]Ile I19
( )sc]mc Tyr E39 ª Phe 6.240 6.400 12.640

Gln E192]Cys I14
( )sc]mc Gln E192 ª Leu 5.520 5.880 11.400

sc—side-chain interaction; sc]mc—side-chain]main-chain interaction.

a mutation of a specific residue by another destabi-
lizes both trypsin and trypsin]PTI solvated species.
This effect is as large as are the differences in
chemical properties and topology between the
original and mutated residues. In fact, while a
large destabilization occurs for the Asp E189 ª Ala
Ž .charged ª nonpolar mutation, the other two
Ž .polar ª nonpolar mutations are significantly less
effective. However, Tyr is more similar to Phe than
is Gln to Leu, and this explains the smaller desta-
bilization induced by the first mutation relatively
to the second.

Ž .The binding free-energy values DD F depend
on the associated interactions and on the respec-
tive occurring environments. In the association
process, a large number of water molecules are

removed from trypsin and the PTI species to form
the trypsin]PTI complex. The overall stabilization

Ž .effect of a given A, B pair depends on the bal-
ance between the hydrogen bonds established by
residues A and B with the solvent in the initial

w Ž . Ž .xstate trypsin aq q PTI aq and the specific inter-
Ž .action A]B in the trypsin-PTI aq complex. The

environment where this interaction occurs also has
an important role: In a hydrophilic environment,
residues A and B can establish a large number of
interactions with the solvent and with other polar
or charged residues which stabilize the complex.

In this context, Asp E189]Lys I15 is a very
strong interaction involving charged side chains,
and despite the hydrophobic environment where it
occurs, this explains the large positive DD F value

TABLE IV
( )Calculated free-energy variations kcal/////mol .

Free-energy
a b cInteraction Mutation variation TP TI TIrTP

Asp E189]Lys I15 Asp E189 ª Ala DF 114.7 " 0.2 115.4 " 0.2 114.4 " 0.24
( )sc, vs DF 85.5 " 0.2 87.1 " 0.1 85.2 " 0.23

DDF 29.2 " 0.3 28.3 " 0.2 29.2 " 0.3
dTyr E39]Ile I19 Tyr E39 ª Phe DF 9.9 " 0.2 11.4 " 0.1 9.4 " 0.34

( )sc]mc, m DF 5.8 " 0.3 7.1 " 0.1 5.1 " 0.33
DDF 4.1 " 0.4 4.3 " 0.2 4.3 " 0.4

Gln E192]Cys I14 Gln E192 ª Leu DF 39.4 " 0.3 39.5 " 0.2 39.1 " 0.34
( )sc]mc, w DF 51.4 " 0.3 52.0 " 0.1 51.2 " 0.33

DDF y12.0 " 0.4 y12.5 " 0.2 y12.1 " 0.4

sc—side-chain interaction; sc]mc—side-chain]main-chain interaction. vs—very strong; m—moderate; w—weak.
a Thermodynamic perturbation.
b Thermodynamic integration.
c Thermodynamic integration from the first to the last window; thermodynamic perturbation to the end points.
d [ ]Results from 63 .
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Ž .f 29 kcalrmol associated with the Asp E189 ª
Ala mutation. On the other hand, Tyr E39]Ile I19
and Gln E192]Cys I14 are significantly weaker
polar side-chain]main-chain interactions. How-
ever, the first interaction occurs in a more hy-
drophilic region than in the second. Consequently,
while the Tyr E39 ª Phe mutation is associated

Ž .with a small positive DD F value f 4 kcalrmol ,
the Gln E192 ª Leu mutation is associated with a

Ž .negative DD F value f y12 kcalrmol . The last
value is unexpected from a normal point of view.
In fact, the Gln E192 ª Leu mutation destabilizes

Ž . Žthe final state in thermodynamic cycle 3 D F f4
.39 kcalrmol , which incorrectly suggests an im-

portant binding effect of the Gln E192]Cys I14
interaction. However, the desolvation penalty as-
sociated with this mutation is significantly more
effective in the destabilization of the final state
Ž .D F f 51 kcalrmol . Consequently, the men-4
tioned interaction probably does not undertake an
important role in the formation of the trypsin:PTI
complex, because the desolvation penalty in the
initial state is not recovered by the hydrogen bonds
established in the final state. In the same context, it
has been recently suggested that the formation of
salt bridges and of hydrogen-bonded neutral pairs

wis not particularly favored in protein folding 31,
x32 . Unfortunately, and at this stage, there are no

experimental data to compare the theoretical re-
sults with. However, we hope to be able to test
these results in the near future.

Interactions Involved in the Inhibition
of Trypsin by PTI

As mentioned before, PTI is a natural inhibitor
of trypsin, binding to the active-site region across a
tightly packed interface that is crosslinked by a
complex network of hydrogen bonds. PTI is a
small protein of 58 amino acids. Its native struc-
ture is stabilized by three disulfide bridges. The
three-dimensional structure consists of a 3 helix10
Ž .N-terminal part , an antiparallel b-sheet, and an

Ž .a-helix C-terminal part . Moreover, the portion of
PTI in contact with the trypsin active site resem-
bles the bound substrates. In this case, it becomes
difficult to explain the reason why no reaction
occurs between these two molecules and why they
form so stable a complex. The association constant
of the complex formed between trypsin and PTI is

Ž 13 y1. w xone of the highest known 10 mol 83 . Its

structure has been resolved by X-ray crystallogra-
˚phy. The 3D structure used, of 1.8 A resolution, for

the calculations in our study was taken from the
w xProtein Data Bank and its reference is 2ptc 75d .

Figure 5 represents the Pl site of PTI in the active
site of trypsin: the catalytic triad and binding
pocket.

The catalytic triad is formed by three amino
acids: histidine E57, aspartic acid E102, and serine

Ž .E195. Lysine I15 sequence number in the PDB file
of PTI is the Pl site and its side chain is maintained
in the S1 site of trypsin by hydrogen bonds be-
tween the NHq group and two amino acids: an3

Ž . Ž .aspartic acid E189 and a serine E190 . The pres-
ence of at least three water molecules can be no-
ticed, which could play a role in the stability of the
complex by forming strong hydrogen bonds with
both amino acids of PTI and of trypsin. This com-
plex is very interesting because PTI places a pep-

Ž .tidic bond between a lysine I15 and an alanine
Ž .Ala I16 in the catalytic triad of trypsin exactly as
a cleavable peptide would do, with the side chain
of the lysine in the binding pocket. At this stage,
one has to admit that the peptidic bond between
Lys I15 and Ala I16 assumes a tetrahedral confor-
mation. However it seems that there is no nucle-
ophilic attack from the serine on this bond and,
consequently, no formation of the acylenzyme. As
pointed out before, it would be interesting to un-
derstand why such a conformation of the active
site does not lead to the activation of the enzyme.

Knowing that these interactions are mostly hy-
drogen bonds, we had to decide on a particular
choice of method to perform the necessary calcu-
lations. Molecular mechanics force fields are
parametrized to reproduce model systems and
small departures from them. This renders them
inefficient to reproduce reality where active sites
of enzymes are concerned. On the other hand,
accurate ab initio calculations would have had to
be performed only on the active site due to their
complexity and associated computing time; this
would not have given us the electrostatic influence
of the entire complex. However, the fact that PTI is
placed in the active site like a cleavable peptide
would do and that there is apparently no reaction
between PTI and trypsin seems to point to an
influence which could be steric or electrostatic.
Therefore, performing geometry optimizations only
on the active site without the influence of the
environment would not have been enough. For all
the above-mentioned reasons, a QMrMM method
seems very attractive. Recently, a method which
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(FIGURE 5. Binding site of complex trypsin]PTI: P1 site of PTI in the active site of trypsin catalytic triad and binding
)pocket . For simplicity, the notation E for enzyme and I for inhibitor has been separated from the names of the

residues.

allows a quantum chemical treatment of a part of a
macromolecule mostly described classically has
been proposed by some of us under the name of

Ž . w xmethod LSCF 7 . This method has been devel-
oped at the NDDO semiempirical level. It has been
shown that the description of the quantum subsys-
tem is quite comparable to that reached by a
whole quantum chemical computation in the sys-
tems in which such a computation is possible. We
decided to use this method, which allows us to
combine a quantum treatment of a small subsys-
tem, the catalytic site and the ‘‘substrates,’’ to a
classical treatment of the rest of the system. Here,
we present QMrMM geometry optimizations of
the active site of the complex enzyme]inhibitor.

We first performed molecular mechanics mini-
Žmizations of the whole system enzyme, inhibitor,

.crystallization water molecules, and calcium ion
Žto which were added counterions eight sodium,

. Ž23 chloride and two layers of water the external
.one being constrained during the minimizations

representing 4018 molecules. Then, we performed
QMrMM minimizations of the same system, di-
vided between a quantum subsystem and a classi-
cal environment.

The classical minimizations were performed us-
Q w x w xing the Discover 84 package, with the CVFF 89

force field. A minimized structure, with a gradient
less than 0.001, was obtained after 100 steps of
steepest descent and more than 7000 steps of con-
jugate gradient, with a dielectric constant equal
to 4.

All our QMrMM calculations were performed
using the GEOMOP program in which the LSCF

w xmethod was implemented a few years ago 7 . The
w xsemiempirical method used was AM1 5 , and the

w xforce field, CVFF 85 , to describe the environment.
As we would like to study precisely the conforma-
tion of the reactive site involving the catalytic triad
and the peptidic bond between Lys I15 and Ala I16
of PTI, our quantum parts involved amino acids
His E57, Asp E102, Ser E195, Gly E193, Lys I15,
and Ala I16.

Gly E193 and Ser EI95 stabilize the oxyanion
hole, that is, the CO group of Lys I15. As the
program imposes certain conditions for the choice
of frontier atoms, we also included atoms from Ala
E56, Cys E58, Ile E103, Asn E101, Gln E192, Asp
E194, Gly E196, Cys I14, and Arg I17. The classical
environment was constituted by all other atoms of
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the PDB file. Figure 6 shows all the atoms in-
cluded in the quantum part.

The optimized geometry of the active site is
shown in Figure 7 in which interesting interactions
are characterized by dashed lines between atoms.
We focused on seven interactions—potential hy-
drogen bonds—labeled i1 to i7. Corresponding
distances and angles are reported in Table V, in

which we also show geometric values from the
PDB structure.

If we call A the acceptor atom and D the donor
Ž .atom A----H-D , we can describe a hydrogen bond

by three parameters: distance d, which is the dis-
tance between A and the hydrogen atom of hb ;1
dX, representing the distance between A and D;

Ž . Xand u , the angle AHD . The distances d are

FIGURE 6. Atoms included in the quantum part of the QMrMM calculations. Bold underlined characters are used for
MM frontier atoms. Dashed lines represent the frontiers.
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FIGURE 7. Interactions between amino acids of the active site in the complex trypsin-PTI. Corresponding distances
and angles have been reported in Table V.
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TABLE V
Result of QM/////MM mlnimizations; distances
and angles.

QMrMM
crystallographic minimized

[ ]data 4d structure

˚( )i1 d A — 2.21
X ˚( )d A 3.1 3.21

( )u 8 — 157.61

i2 d — 2.12
Xd 3.2 3.12

u — 168.72

i3 d — 2.33
Xd 2.6 3.03

u — 128.73

˚( )i4 d A — 3.94
X ˚( )d A 2.6 3.34

( )u 8 — 42.54

i5 d — 2.15
Xd 3.04 2.95

u — 136.75
( )COH — 95.2

b g( )C O N 103.2 79.8His E57
g( )d O —C 2.68 3.2Ser E195 Lys I15

i6 d — 2.46
Xd 2.8 3.16

u — 134.76
( )COH — 155.5

i7 d — 2.47
Xd 2.8 3.27

u — 136.37
( )COH — 93.9

necessary to compare the results of the calculations
to the crystallographic data, because of the absence
of the hydrogen atoms’ positions in the X-ray
structures.

Ž .The carboxylate group Asp E102 is hydrogen-
bonded to His E57 as was found in the X-ray
structure. We found at least two hydrogen bonds:
The first one is formed by Od 1 and the nitrogen
atom of His E57 and the second lies between the
same oxygen atom and Nd of the same histidine.
In both structures, for each of these interactions,

Ž d 1.the distance between the acceptor atom O and
Ž d .the hydrogen atom linked to the donor N or N

is smaller than the sum of the van der Waals radii
˚Ž .of hydrogen and oxygen atoms 2.7 A . Moreover,

u angles have values from 1588 to 1758, significant
of the existence of hydrogen bonds. Especially for
i2, the values of the d distances and the u angles
described above show that this hydrogen bond is a

X Žstrong one. Moreover, the distances d 3.1 and 32
˚.A obtained after the calculation are in good agree-

˚Ž .ment with crystallographic data 3.2 A . There
Žseems to be another hydrogen bond interaction

. d 2i3 , probably weak, between the O of aspartate
and the Nd of the imidazole ring. Indeed, we

˚found a distance of 2.3 A between the acceptor and
the hydrogen atom and values of 128.78 for u .

The value found for the Og y N«
Ser E195 His E57

˚ Ž .distance is 3.3 A interaction i4 . This value is
˚Ž .bigger than the PDB value 2.6 A but not too far

from the same distance in nonliganded trypsin
w x75d . This structure does not exhibit the presence
of a strong hydrogen bond between serine and
histidine. On the contrary, it seems that the hy-
droxyl group of the serine is hydrogen-bonded to
the carboxyl group of the Lys I15, P1 site of PTI
Ž .interaction i5 . As found in the PDB structure, the
nitrogen atoms of Gly E193 and Ser E195 are hy-
drogen-bonded to the carboxyl group of lysine, the
oxyanion hole.

From our calculations, we found that there is no
hydrogen bond between the serine and the histi-
dine of the active site of trypsin in the complex
between PTI and trypsin. We can assume that this
is the reason why there is no nucleophilic attack of
the hydroxyl oxygen on the peptide bond of PTI.
However, these calculations are only a preliminary
work and this structure might be a local mini-
mum. We must now consider the dynamics of this
complex. From the analysis of a 1 ns classical

w xdynamics of the complex 86 , we saw that this
crucial hydrogen bond exists only half of the time
of the simulation. We are now performing the
same simulation of the trypsin liganded by a
cleavable peptide for comparison and the next step
will be a QMrMM dynamic simulation, allowing
the accurate treatment of the active site.

Conclusions

We are interested in the study of enzyme]in-
hibitor interactions to be able to understand the
biology of such processes. Ultimately, we hope to
be capable of modeling this type of interaction in
relation to enzyme]inhibitor complexes as to pre-
dict new inhibitors for trypsinlike serine proteases.
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The studies on the complex enzyme]inhibitor
have given us useful information concerning the
arginine]carboxylate interactions taking place in
the binding pocket of b-factor XIIa when in the
presence of an inhibitor. Additionally, the calcula-
tions of the free energy associated with mutations
in the solvated contact region of the complex do
give us a clear idea of the contribution of each
individual interaction to its stability. The results
obtained enable us to conclude that the larger the
charge separation of the involved residues and the
hydrophilicity of the environment, the larger those
contributions are. Finally, the hybrid quantum me-
chanical]classical mechanical calculations are in-
valuable in allowing us understand the reasons
why PTI is an inhibitor of trypsin rather than a
substrate. We hope to have a completely clear
picture of every interaction by the time all the
calculations are completely done.

In summary, the work that we have presented
here is ongoing research which will provide us
with useful information on the trypsin]PTI inter-
actions as well as to help us to extrapolate that
knowledge to similar processes concerning b-fac-
tor XIIa, in particular, and trypsinlike serine pro-
teases, in general.
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