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Abstract. Standard granulometry methods are used to count the num-
ber of disjoint grains in digital images. For the case of overlapping grains,
the standard method is not effective. Two alternative methods for count-
ing overlapping grains in digital images are proposed. The methods are
based on mathematical morphology and are suitable for grains of cir-
cular shape. The standard and overlapping methods were tested with a
Monte-Carlo simulation using 32500 synthetic images with various grain
sizes and quantities, as well as different levels of noise. The overall av-
erage counting error for all images tested with intermediate amount of
noise (zero mean Gaussian noise with σ = 0.05) was 6.03% for the stan-
dard method, and 4.40% and 3.56% for the overlapping methods. The
performance of the proposed methods was found to be much better than
the standard method for images with significant overlap between grains.

1 Introduction

There is considerable interest in the development of automatic systems for the
identification and counting of grains in digital images. To quantify the prop-
erties of discrete sets of objects Matheron [1] theorized the formal concept of
mathematical granulometry [2], which was later applied in image analysis to
both binary and continuous tone images [3]. There are various examples of ap-
plications in the literature in fields as diverse as biochemistry [2] [4] or geology
[5] [6]. The standard approach is to consider disjoint or non-overlapping grains.
Dougherty [7] evaluated the effect of grain overlap, but only for small overlap
between grains, and mostly from a perspective of grain separation in the seg-
mentation process. In some applications, such as the evaluation of liquid spread
in water-sensitive papers (WSP), there is considerable overlap between stains
(produced by fluid droplets) in the images acquired [8], as the examples in Fig-
ure 1 show. For these type of applications there is an interest in methods that
can properly address the presence of overlapping grains.

The purpose of this work is to present two alternatives methods for counting
grains in digital images, more suitable to overlapping grains, and to evaluate
them using synthetic images that simulate WSP. The manuscript is organized
as follows: in section 2 the standard approach for grain counting in digital im-
ages is presented, as well as the proposed modifications to address the problem
of overlapping grains, in section 3 the evaluation strategy is described, and in
section 4 the results are presented and discussed.
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Fig. 1. Two examples of water sensitive papers with considerable stain overlap

2 Methods

The proposed methods for counting overlapping grains use the elementary mor-
phological operators dilation (⊕) and erosion (�). Both operators use a struc-
turing element E, which is usually of much smaller size than the image I. The
dilation of I by E is I⊕E and the erosion of I by E is I�E [9]. The morphologi-
cal operator opening (◦) of I by E is defined as an erosion followed by a dilation:
I ◦ E = (I � E) ⊕ E. Alternatively, the morphological operator closing (•) of I
by E is defined as a dilation followed by an erosion: I • E = (I ⊕ E) � E [10].

Another morphologic operation used here is the assignment of labels to con-
nected objects in a binary image, fn(I), where n is the number of pixel neighbors
considered [11]. This procedure produces an image of the same size as the input
binary image (I) where each non-null pixel of I is assigned a value according to
the object number it belongs. The maximum pixel value of fn(I) is Ω(fn(I)),
which corresponds to the number of n-connected objects in I. The MATLAB
implementation of this procedure was used with a neighborhood of 4 pixels
(n = 4) [12].

2.1 Standard Approach for Disjoint or Non-overlapping Grains

Morphological granulometries are performed by opening an image with increas-
ing structuring elements in order to successively diminish the image [13]. During
granulometry, the image is successively sieved with a family of disks of increas-
ing diameters [2]. The process produces images Ii = I◦Ei, where the structuring
element Ei is a disk or radius i. The difference in area of the resulting images
Ii+1 and Ii indicates the decrease in isolated objects of a similar size to the
structuring element Ei. The estimate of the number of circular objects of radius
i (NST

i ) present in I is thus computed by (1), where A is the operator that
computes the area of a binary image (number of pixels with value 1, ON).

NST
i = (A(I ◦ Ei) − A(I ◦ Ei+1))/A(Ei) (1)
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2.2 Modifications for the Overlapping Case

Instead of counting the decrease in area after each opening operation, two alter-
native approaches are proposed. The morphologic operation erosion is applied to
the original image I, for each disk of radius i, resulting in an image I�Ei. The
image label f4(I�Ei) is then computed for the eroded image. The first estimate
of the number of circular objects of radius i (N I

i ) is computed using (2). This is
simply the difference in the number of 4-connected objects in the binary images
produced by the erosion operator with structuring elements Ei and Ei+1. The
second estimate (N II

i ) counts the number of objects that were eliminated in each
iteration, using (3), where * is the image multiplication operator.

N I
i = Ω(f4(I � Ei)) − Ω(f4(I � Ei+1)) (2)

N II
i = Ω(f4(I � Ei)) − Ω(f4(I � Ei) ∗ (I � Ei+1)) (3)

2.3 Example for the Standard and Overlapping Methods

Three test images were produced to illustrate the performance of the grain count-
ing methods under well controlled conditions. These are binary images of 550 by
550 pixels, with single sized grains and with various amount of overlap between
grains.

The first image (Figure 2, left) has 100 grains of 20 pixel radius (R). The
horizontal distance (D) between neighboring grain pairs are 50, 40, 30, 20 and
10, while the vertical distance between neighboring grains is fixed at 50. This
results in 20 independent grains (no overlap, D > 2R), 20 grains in tangent
pairs (D = 2R), 20 grains in pairs with low overlap (92.8% of the area retained,
D/R = 3/2), 20 grains in pairs with mid overlap (80.5% of the area retained,
D = R) and 20 grains in pairs with high overlap (65.8% of the area retained,
D/R = 1/2). For the extreme case of full overlap (D = R) only 50% of the area
would be retained and it would become impossible to distinguish the pair from
a single grain. The results of the 3 counting methods applied to this image were:
NST

i = 88, N I
i = 100, N II

i = 100.
The second image (Figure 2, center) has 180 grains with R = 12, and the

third test image (Figure 2, right) has 216 grains with R = 10. The grains in
these images are also grouped in pairs, but with the pair axes aligned in 9
different directions. The results provided by the three counting methods for the
second image were NST

i = 152 (-15.6% than expected) and N I
i = N II

i = 182
(+1.1%), and for the third image NST

i = 185 (-14.3%) and N I
i = N II

i = 228
(+5.6%).

The standard method clearly fails in the identification of the number of grains,
particularly when there is a large overlap between grains. The method is based
in the computation of lost area between iterations, which is effective for non-
overlapping grains, but when grains overlap, there is a decrease in overall area
covered that results in an incorrect evaluation of the number of grains and
their sizes. The two alternative methods proposed performed perfectly for test
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Fig. 2. Test images with 100 grains of radius 20 (left) 180 grains of radius 12 (center)
and 216 grains of radius 10 (right)

image 1, but overestimated the number of grains in the other two test images.
However, the estimates provided by the two overlapping methods proposed are
much closer to the actual number of grains in these images than the estimates
of the standard method.

The additional degree of freedom introduced by allowing overlap between
grains results in an increased difficulty for the counting process. In an extreme
case, when grains are totally covered by others, it shall be impossible to identify
their presence. However, for less extreme cases it is possible to separate and
count individual grains, even when with considerable overlap between grains, as
the three examples presented show.

3 Test Using Synthetic Images

A Monte-Carlo simulation was carried out to evaluate the performance of the
three counting methods to identify and count overlapping grains in digital im-
ages.

3.1 Synthetic Binary Images with Overlapping Grains

Synthetic binary images were generated with N grains of radius R placed ran-
domly in blank images of 1000 by 1000 pixels. Figure 3 shows three examples
of the synthetic binary images produced: with N = 200 and R = 10 (left), with
N = 400 and R = 10 (center), and with N = 400 and R = 15 (right). These
examples illustrate how the overlap between grains tends to increase with N and
R, thus reducing the possibilities for discrimination between grains.

3.2 Synthetic RGB Images with Overlapping Grains

To better simulate the conditions of real WSP images [8], RGB versions of the
synthetic binary images were also created. Two RGB reference images of 1000 by
1000 pixels were initially produced - one using a blank WSP (RGB-blank) and
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Fig. 3. Examples of synthetic images with N grains of radius R: N = 200 and R = 10
(left), N = 400 and R = 10 (center) and N = 400 and R = 15 (right)

another using manually selected areas of WSP that were exposed to moisture
(RGB-covered). These two reference signatures are very different, as a blank
WSP is yellow (average RGB 241/246/56) and the WSP exposed to moisture
turns blue (average RGB 71/55/210).

The first step for the production of a RGB image that simulates a WSP is to
produce a binary image with N grains (stains in a WSP) of radius R. This image
is multiplied by the reference image RGB-covered and its complement multiplied
by the reference image RGB-blank. The sum of the two multiplication results is
a first version of a synthetic WSP image with N stains (grains) of radius R. Zero
mean Gaussian noise with standard deviation σ is then added to each channel
of the RGB image. Figure 4 shows an example of a RGB image produced by
this method with N = 200 and R = 10: binary image (left), RGB without noise
(center) and RGB with zero mean Gaussian noise with σ = 0.15 (right). The
images presented in Figure 4 are originally in color (except for the binary image
on the left), with the light gray tones corresponding to yellow and the darker
areas to blue.

Fig. 4. Binary image (left) with R = 15 and N = 400 and resulting RGB images,
without noise (center) and with zero mean Gaussian noise with σ = 0.15 (right)
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3.3 Experimental Procedure

A range of values were selected for N , R and σ. The number of different values
used were: 10 for N (50,100,...,500), 13 for R (3 to 15), and 5 for σ (0.01, 0.05,
0.08, 0.10, 0.15). The number of images produced for each triplet (N ,R,σ) was
50, thus resulting in a total of 32500 synthetic images (10 × 13 × 5 × 50). Each
RGB synthetic image was converted to binary format by color segmentation
based on the Euclidean distance, using the typical RGB signature of the WSP
background as reference.

4 Results

The three counting methods were applied to each of the synthetic images pro-
duced. The number of grains was computed as a function of radius, and the
maximum value was used to determine the grain radius and number. The correct
identification of the grain radii was achieved for every single image for methods
I and II but not for the standard method that often failed for images with small
sized grains. In particular, for R = 3 the standard method failed to recognize
the grain size in almost all images.

The error d is computed by comparing the number of grains counted (NC)
with the number of grains generated (N), according to (4). The average error
< d > is calculated as the average of d over the 50 images tested. The relative
error is ε = d/N and the average relative error < ε >, simply referred here as
counting error, is obtained by (5).

d =
∣
∣NC − N

∣
∣ (4)

< ε >=< d > /N (5)

The counting error (< ε >) for all pairs of N and R values tested are presented
for the standard method (Table 1) and the overlaping methods I (Table 2) and
II (Table 3), all using Gaussian noise with σ = 0.05.

The counting error is generally quite low for all three methods, below 2-3%,
for images with low values of R and N . As the values of N and R increase, the
counting errors become larger. This is consistently observed both going through
lines (fixed R) and columns (fixed N) in Tables 1, 2 and 3. This is an expected
result, as the amount of overlap between grains increases both with N and R. For
images with high values of N and R there is considerable overlap between grains.
For example, with the image size used (1000x1000 pixels), 500 non-overlapping
grains of radius 15 would cover 35.5% of the image area, assuming that the
grains would not touch the image edges. However, in reality the average amount
of area covered by these images (N = 500 and R = 15) is only 29.5%, which
is about 17% less than the maximum possible area covered. The number of
separated objects is also much reduced - on average only 224.9 instead of 500
for the non-overlapping case.

The overall average counting error for all images tested with σ = 0.05 (Tables
1-3) is 6.03% for the standard method, 4.40% for the overlapping method I and
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Table 1. Counting error (< ε >) for the standard method (for images of N grains of
radius R), with σ = 0.05

R N 50 100 150 200 250 300 350 400 450 500
3 fail fail fail fail fail fail fail fail fail fail
4 1.5% 1.3% 1.4% 1.1% 1.1% 1.1% 1.1% 1.3% 1.4% 1.2%
5 3.5% 2.3% 1.9% 1.7% 1.6% 1.5% 1.7% 1.5% 1.5% 1.6%
6 1.2% 1.1% 1.0% 0.7% 1.2% 1.2% 1.2% 1.5% 1.7% 1.8%
7 1.3% 1.3% 1.5% 1.8% 1.9% 2.3% 2.7% 2.8% 3.1% 3.5%
8 1.6% 1.7% 1.7% 1.8% 2.5% 2.7% 3.3% 3.7% 4.0% 4.5%
9 2.0% 1.8% 2.0% 2.9% 3.3% 3.5% 4.5% 5.3% 5.8% 6.5%
10 1.5% 2.1% 3.0% 3.6% 4.7% 5.4% 6.7% 7.3% 8.4% 9.2%
11 2.0% 3.3% 4.3% 5.2% 6.3% 7.6% 9.0% 10.4% 12.2% 13.6%
12 2.9% 3.8% 4.5% 6.5% 8.1% 9.2% 11.3% 12.6% 14.5% 16.4%
13 2.7% 4.0% 5.1% 6.5% 8.4% 10.8% 12.5% 14.3% 16.6% 18.8%
14 3.0% 4.6% 6.8% 8.8% 11.2% 13.2% 15.8% 18.4% 21.7% 24.1%
15 3.6% 5.6% 7.5% 10.6% 12.8% 15.6% 19.5% 21.9% 24.9% 28.2%

Table 2. Counting error for the overlapping method I (for images of N grains of radius
R), with σ = 0.05

R N 50 100 150 200 250 300 350 400 450 500
3 0.9% 1.2% 1.2% 1.2% 1.5% 2.0% 1.7% 1.9% 2.0% 2.0%
4 1.3% 1.3% 0.9% 1.4% 1.4% 1.6% 1.7% 2.2% 2.2% 2.2%
5 1.8% 1.9% 1.6% 1.8% 1.8% 2.1% 2.3% 2.9% 2.8% 3.4%
6 1.6% 1.8% 1.6% 1.4% 2.0% 2.2% 2.5% 2.8% 3.2% 3.0%
7 1.3% 1.5% 2.0% 2.2% 2.3% 2.5% 2.9% 3.2% 3.5% 3.8%
8 2.0% 2.3% 1.6% 2.0% 2.5% 2.7% 3.6% 3.4% 3.6% 4.1%
9 2.2% 2.6% 2.5% 3.0% 2.9% 3.6% 4.6% 5.2% 5.8% 6.2%
10 1.9% 2.2% 2.8% 2.7% 3.4% 3.6% 4.3% 5.1% 6.0% 6.7%
11 1.9% 2.1% 2.4% 2.6% 2.6% 3.7% 4.2% 5.4% 7.3% 7.8%
12 2.5% 2.1% 2.3% 3.4% 4.3% 4.3% 5.2% 7.0% 8.8% 9.9%
13 2.5% 2.7% 3.3% 3.5% 5.2% 6.7% 8.5% 10.3% 12.5% 14.9%
14 2.4% 3.2% 3.8% 3.7% 7.4% 7.6% 10.4% 13.5% 16.1% 18.4%
15 2.4% 2.7% 3.7% 4.9% 5.9% 8.1% 11.6% 13.9% 17.3% 19.6%

3.56% for the overlapping method II. These are averages of up to 6000 images
(12 × 10 × 50), as the images with R = 3 were not considered because the
standard method failed for those images. For small sized grains the performance
of the standard method is slightly better than the overlapping method I, and
about the same as method II. However, for larger values of R, both overlapping
methods outperform the standard method. For example, for the most difficult
case (N = 500 and R = 15), the counting errors are: 28.2% (ST), 19.6% (I) 14.9%
(II). Comparing the two overlapping methods, it can be verified that method II
performs better (or equally) than method I for all values of R and N , with a
much better performance in the most difficult cases, where there is more overlap
between grains.
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Table 3. Counting error for the overlapping method II (for images of N grains of
radius R), with σ = 0.05

R N 50 100 150 200 250 300 350 400 450 500
3 0.9% 1.2% 1.2% 1.2% 1.5% 2.0% 1.7% 1.9% 2.0% 2.0%
4 1.3% 1.3% 0.9% 1.4% 1.3% 1.6% 1.7% 2.1% 2.2% 2.2%
5 1.8% 1.9% 1.6% 1.8% 1.8% 2.1% 2.3% 2.9% 2.7% 3.3%
6 1.6% 1.7% 1.6% 1.4% 1.9% 2.1% 2.3% 2.6% 2.9% 2.8%
7 1.2% 1.4% 1.8% 2.0% 2.1% 2.2% 2.5% 2.7% 3.0% 3.1%
8 2.0% 2.2% 1.5% 1.9% 2.3% 2.6% 3.2% 3.1% 3.1% 3.6%
9 2.2% 2.3% 2.3% 2.7% 2.4% 3.0% 3.6% 4.1% 4.5% 4.9%
10 1.8% 2.2% 2.5% 2.5% 3.1% 3.1% 3.6% 4.4% 5.1% 5.5%
11 1.8% 2.0% 2.1% 2.2% 2.2% 3.0% 3.2% 4.0% 5.4% 5.8%
12 2.2% 1.9% 1.8% 2.4% 3.1% 3.2% 3.5% 4.7% 6.1% 6.9%
13 2.4% 2.4% 2.7% 3.1% 4.3% 5.2% 6.5% 8.2% 9.7% 11.4%
14 2.3% 2.6% 3.0% 2.8% 5.2% 5.3% 7.4% 9.2% 11.4% 12.8%
15 2.3% 2.5% 3.0% 3.9% 4.6% 6.2% 8.6% 10.5% 13.1% 14.9%

Fig. 5. Counting error for images of type I with R = 10 (left) and N = 250 (right)

The results presented in Tables 1-3 correspond only to the synthetic images
produced with σ = 0.05 Gaussian noise. The results for the images with other
values of σ follow a similar pattern, but the counting error naturally tends to
increase with σ. As an illustration, Figure 5 shows a plot with the counting
error (< ε >) for the overlapping method II on images with R = 10. The error
is reasonably low for levels of noise 0.02, 0.05, and 0.08, increasing considerably
for σ = 0.10 and even more for σ = 0.15. For those images with the highest level
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of noise (σ = 0.15) this seems to be the dominant factor, as the counting error
remains almost unchanged for all values of N .

5 Conclusions

Two alternative methods were proposed for counting overlapping grains in digital
images. The standard and the two overlapping methods proposed were tested
with a total of 32500 synthetic images produced with randomly placed circular
grains of fixed size. The overlapping methods were successful in determining the
grain size in all images tested, unlike the standard method that often failed to
do so for images with small sized grains. All three methods provide reasonable
estimates of the number of grains present in the image, when the number and
size of grains is low. As the size and number of grains increases, the overlap
between grains become more frequent, which results in a larger counting error.
This is particularly true for the standard method that performs much worse
than the proposed overlapping methods in these situations. Overall, the proposed
overlapping method II performs best, followed by the overlapping method I. The
overall average counting error for all images tested with intermediate amount of
noise (zero mean Gaussian noise with σ = 0.05) was 6.03% for the standard
method, 4.40% for the overlapping method I and 3.56% for the overlapping
method II. The results with synthetic images are very encouraging, and the
proposed methods seems to be viable tools for the identification and counting of
overlapping grains of circular shape in digital images.
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10. Gonzalez, R.C., Woods, R.E., Eddins, S.L.: Digital Image Processing using MAT-
LAB. Prentice-Hall, Englewood Cliffs (2004)

11. Haralick, R.M., Shapiro, L.G.: Computer and Robot Vision, vol. I, pp. 28–48.
Addison-Wesley, Reading (1992)

12. Using Matlab, Version 6.5. The MathWorks, Inc. Natick. MA (2002)
13. Dougherty, E.R., Sand, F.: Representation of Linear Granulometric Moments for

Deterministic and Random Binary Euclidean Images. Journal of Visual Commu-
nication and Image Representation 6, 69–79 (1995)


	Introduction
	Methods
	Standard Approach for Disjoint or Non-overlapping Grains
	Modifications for the Overlapping Case
	Example for the Standard and Overlapping Methods

	Test Using Synthetic Images
	Synthetic Binary Images with Overlapping Grains
	Synthetic RGB Images with Overlapping Grains
	Experimental Procedure

	Results
	Conclusions


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


