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Abstract— Several algorithms have been recently proposed the medical features used by dermatologists (e.g., symmetr

for the analysis of dermoscopy images and the detection of gpecific colors, differential structures such as streasts dr

melanomas. However, the pigment network is not considered
in most of these works, although this cue plays a major role in vascular networks) [11], [12], [13], [14], [15].

clinical diagnosis routines. This paper proposes an algaim
for the detection of the pigment network. The algorithm is
based on a bank of directional filters (difference of Gaussias)
and explores color, directionality and topological propeties of
the network.

I. INTRODUCTION

Dermoscopy is a non-invasive diagnosis tool for the analy-
sis of skin lesions, allowing an early detection of melanema

The lesion is covered with gel and observed through an ;\@5 ok T
AR

by a factor of 6x to 80x [1]. This procedure significantly
improves the diagnosis accuracy. Systematic studies have =
proved that in melanoma diagnosis, an increase of semgitivi
of 10 — 27% is observed when dermatoscopy images are "
available [2]. Fookrs

Several methods have been proposed by clinicians for the™= ===
classification of malignant lesions using dermoscopy irsage Fig. 1.
Some notable examples are the Pattern Analysis [3], Menzies

method [4], ABCD rule [5] and 7 point checklist [6]. In o yever, most of these systems do not extract the pigment
all these methods the expert is asked to identify Struclurégenyork which is considered a key structure in dermoscopy
colors and symmetry in the skin lesions. This requwesalon@ee Fig. 1). For example it is a fundamental cue to dis-
training and the decision is subjective since similar cueg m ¢riminate melanocytic lesions from non-melanocytic ones.
be present in different types of lesions. The presence or absence of this network and its properties
. The importance of skin cancer detection and the pompleﬁne width (thin or thick), the spatial organization (régu
ity of the decision fostered the development of algorithors f irregular)) are important cues for the classification of
the analysis of skin lesions and melanoma detection. Most gjgmented lesions. Unfortunately, this issue has not been
these algorithms perform an automatic segmentation of thgygressed in the literature with few notable exceptiong [11
lesion and compute a large number of features: shape, co|Qy) |, fact, this is challenging problem since it is difficu
and texture features [7], [8], [9]. Learning algorithms arg, e|iaply detect the pigment network and discriminate it
then used to select the most useful features and to proviggn other structures present in the skin and lesion.
a binary decisiop (mqlignant or not). Very promising result g paper addresses the detection of the pigment network
have been obtained in some of these_ approaches and thl%%g a bank of directional filters, followed by a topolodica
is currently one automatic system available on the net [8]'analysis of the detected regions. The paper is organized as
The above methods adopt a statistical approach and o5 section 2 presents an overview of the proposed
not try to incorporate detailed medical knowledge. They arg stem section 3 describes the filter bank. Section 4 and
based on the machine learning paradigm: if features are rigpresent pre-processing and network detection algorithms

_enough and if we have a (very) large database O_f IeSiO_r§e<:tion 6 describes an experimental evaluation of the meth-
inference methods (SVM, neural networks, boosting) Wil 4« 2nd section 7 concludes the paper.

be able to learn the classification rule [10]. A different
approach has been used by other authors who try to detect Il. SYSTEM OVERVIEW

Pigment network in dermoscopy images
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skin and may exhibit different visual properties, namelfy di C, is a normalization constant an@’,y’) are related to

ferent color, width and spatial organization. Some exampléz,y) by a rotation of amplitudé

are shoyvn m Flg._l. - _ _ ¥ = zcos+ysing 3)
Despite this variability, some visual properties can baluse .

to detect the network and discriminate it from other streesu y = —wsind+ycosd )

such as blobs. Two properties will be considergccolor:  The filter parameters—fcy,@,o—;lC are chosen in such a way

the network consists of a set of brown lines superimposatat the second filter is highly directional and the first issle

on a lighter background; anii) spatial organization:the directional or even isotropic.

lines form a connected net with holes of lighter color. The We filter a gray level imagé using all directional filters

holes tend to have an hexagonal shape and may exhibit a

guasi-periodic distribution in g;pace. P g Li(x,y) = ho,(2,y) * Iz, y) )
In practice, there are additional difficulties. dermoscopy he outputs of the directional filteds are then combined as

images often have multiple artifacts due to the presence tsfllows. We select the maximum output at each pixel

/

hairs or re_flect|0ns produced during the acquisition preces J(z,y) = max [; (z,y) (6)
These artifacts have to be removed or attenuated before we i
try to detect the network. IV. PRE-PROCESSING

Let us describe the first processing step in this algorithm:
pre-processing. This block performs two key operations:

) R Network hair detection and reflection detection. First we convest th
Pre-processing Enhancement dermoscopic image (RGB image) into a gray scale image.
We choose one of the color channels (the one with highest
entropy). Then we apply the procedures described below.
<«—1 Detection |« Hair detection

This block tries to detect hair pixels in the gray level
image. Hairs are long, linear and dark structures. We filter
Fig. 2. Block diagram of the detection system the gray scale imagé using a bank of directional filters (1-
6). If the filters responsd(z, y) exceeds a thresholf, the

The detection system described in this paper consigiéel (z,y) is classified as hair.
of three main blocks (see Fig. 2)) pre-processing ii)
network enhancement and iii) network detectidime first 4
block detects artifacts and removes them from the image; [
the second block emphasizes the network structure taking
into account its color and spatial properties, while thedthi
block detects the presence of the pigment network using this-
information.

IIl. DIRECTIONAL FILTERS

The pigment network and some of the artifacts (hairs)
contain linear strokes. Therefore, we will adopt direcéibn
filters to enhance such structures. Since we do not know the
stokes directions, we will use several directional filteasle k
of them tuned to a specific orientatigh € [—7/2,7/2],

i = 1,...,N. The output of the directional filter is then Fig. 3. Detection of hair (1st row) and reflections (2nd row).
compared with the output of an omni directional filter. We
will use Gaussian filters for this purpose. Reflection detection

Considering both contributions, the filter impulse resgons

The reflection detection algorithm is very simple. We
classify a pixel(z, y) as reflection if its intensity is high and
B if it is higher than the average intensity, (z,y) computed
he(z,y) = G1(2,y) = Ga(,y) @ in a neighborhood of the pixel. Therefore, the pixel should
meet the following condition

I(%y) > Trl A I(xay) - Ia'u(xay) > TT‘2 (7)

2 2
Gr(z,y) = Crexp{ — x; _ y; k=12 (2) w_hereTrl,Trz are thresholds anfl,, is the average intensit)_/.
205, 20,4 Figure 3 shows examples of both pre-processing operations.

is given by

whereGy(z,y) is a Gaussian filter




Image Inpainting

We remove the artifacts (reflections, hairs) detected in'
the previous step by multiplying the gray level image by |

// 2
™

a binary mask obtained in previous steps (hair and reflec-
tion detection). We then use an interpolation (inpainting)
algorithm to fill the gaps. This algorithm is used to fill the
gaps and interpolate the image in unknown regions, using
known image pixels (context information) [16]. This redsice
the influence of artifacts and avoids false alarms i.e., the
detection of features which do not exist.

V. NETWORK DETECTION

The pigment network is a grid of lines which can be k e
observed inside the lesion. The key questionwsat dis- : o
tinctive features can be used to separate the network from ; |
other structures of the skinAt least two features can be

used. The color of the lines (thin dark lines over a lighter | e
background) and their spatial organization. These feature ‘
(color and geometry) will be explored in the automatic
network detection algorithm. k

We proceed as follows. First we apply a bank of directional
filters to detect the dark lines, using difference of Gaussia
(see (1-6)). These filters are similar to the ones used for the
hair detection. However the filter parameters are different |
since the length of each line stroke in the pigment network
is much smaller than the case of the hairs. The output of thel
filter bank is then combined with the binary masks obtained
in the previous steps (pre-processing) in order to disdzed t
artifacts.

The second step is based on geometry. We assume that th
pigment network is connected. Therefore, we extract all the |
connected components in the binary image obtained in the|
first step and extract all the connected regions whose area |1

8

larger than a threshold. Le®; denote thei — th connected
region. We enforce the following condition

A(Ri) > Anin (8) Fig. 4. De_tection of pigment network: original images (lefbd pigmented

network (right)

where A(R;) denotes the area oR; and A,,;, is the
threshold which was experimentally found. This step didsar
all the connected components with a small area. The pigmest filters, 0,1 = 20,041 = 6,0,2 = 20,042 = 0.5
network region is the union of all connected componentgixels, T}, = 0.06, filter mask41 x 41; reflections detection:

meeting condition (8) T, = 180,T,> = 25,; network detectionN = 18 filters,
. Og,1 = 40,0'%1 = 40,0'93)2 = 3,0'%2 =0.5 piXE'S, Ty, =
k= _ U Ri . ©) 0.0185, Anin, = 700 pixels, filter maski1 x 11.
#AR)>Tn The algorithm was applied to the set of 55 images. Figure
VI. RESULTS 4 shows several examples in which the network was detected

The algorithm described in previous sections was tested dy the algorithm. On the left column we show the original
a set of 55 dermoscopic images, extracted from the databdseges and on the right the detected network. The algorithm
of Hospital Pedro Hispano, Matosinhos, 13 of these imagesanages to detect the pigment network well in all these
have pigment network; the others do not have this network @xamples despite the fact that the pattern is rather subtle
it is not visible in the image. This set contains RGB image& some of them.
of size576 x 767, stored inbitmap and jpeg formats. Each Next we show some examples in which the detector fails.
color componentis in the range. . ., 255. The images were Figure 5 shows two lesions with a strong texture with large
acquired during clinical exams using a dermatoscope andaad dark circular structures. This texture is detectecatjh
magnification of20 x. it is not a pigment network. In this case, the algorithm

The algorithm was applied using the same parametedetects the boundaries of the circular structures whicinfor
for all the images in the data set. Hair detectiai: = a connected component.
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Fig. 5.
(right)

Detection errors: original images (left) and pigteehnetwork

(5]

detected
32.5%
30.0%

not detected
67.5%
20,0%
TABLE |
STATISTICAL RESULTS

no network
pigment network

(6]

[7]

(8]

It is useful to perform a binary classification of the
images according to the presence of the pigment networs;
To improve the results, the network detected by the previous

properties, e.g., pigment color, background color, gtesis

of holes and spatial organization of holes. An automatic
classifier can be trained from this data to learn the decisi
and improve the results obtained by thresholding. In this
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VIl. CONCLUSION

This paper presents an algorithm for the detection of the
pigment network. The proposed algorithm explores the line
color and geometry as well as the network topology using
a bank of directional filters. Experimental results in a det o
annotated images from Hospital Pedro Hispano show that the
algorithm achieves good detection scores and it is thezefor
an useful tool in a dermoscopy analysis system.

Future work should focus on a detailed evaluation of the
proposed algorithm in a larger data base and the charasteriz
tion of the detected network in order to discriminate typica
from atypical patterns which are important cues to detect
malign lesions.
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