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Physical measures

Let f : M → M be defined on a Riemannian manifold M with Lebesgue measure m.
An f -invariant probability measure µ on the Borel sets of M is called a physical measure
if, for a positive m measure set of points x ∈ M,

1

n

n−1∑
j=0

δf j (x)
w∗−−−→

n→∞
µ, (∗)

or equivalently, for all continuous ϕ : M → R

lim
n→+∞

1

n

n−1∑
j=0

ϕ(f j(x)) =

∫
ϕ dµ.

We define the basin of µ as

B(µ) =
{
x ∈ M : (∗) holds

}
Exercise 1.1

Show that the mean of the Dirac measures supported on the points of an attracting
periodic orbit is a physical measure.
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Absolutely continuous measures

Proposition 1.2

Let M be a compact metric space and f : M → M a Borel measurable map. If µ is an
ergodic f -invariant probability measure, then the basin of µ covers µ almost all of M.

See Proposition 2.12 in [Alves 2020] for a proof.

Exercise 1.3

Prove Proposition 1.2.
Hint: use that C0(M) has a countable dense subset and Birkhoff Ergodic Theorem.

Corollary 1.4

Any ergodic absolutely continuous (wrt Lebesgue measure) invariant probability measure
is a physical measure.

Remark 1.5

A physical does need to be ergodic [Muñoz-Young, Navas, Pujals, and Vásquez 2008].
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Toy model I: Doubling map

Consider f : S1 → S1 given by

f (x) = 2x (mod 1).

It is clear that f preserves the length of intervals, and so (...)
f preserves the Lebesgue (length) measure m on the Borel sets of S1.

Exercise

Show that m is ergodic.
Hint 1: Use Fourier series and the fact that f is ergodic iff for all ϕ ∈ L2(m)

ϕ ◦ f = ϕ =⇒ ϕ = const.

Hint 2: Use that any interval becomes the whole interval after a finite number iterates, the fact

that f preserves proportions and Lebesgue Density Theorem.
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Toy model II: Solenoid attractor

Consider the unit disk D ⊂ C, the map
F : S1 × D → S1 × D given by

F (t, z) =

(
2t (mod 1),

z

4
+

1

2
e2πit

)
, (1)

and the attractor
A =

⋂
n≥0

F n(S1 × D).

Some well-known facts:

1 A is a uniformly hyperbolic set;

2 each x ∈ A has a stable disk γs(x) and an unstable
disk γu(x);

3 there exists a unique F -invariant ergodic probability
measure µ such that π∗µ = m.

A
F−−→ A

π
y y π

S1 f−−→ S1

7



Some more facts:

(1) A is foliated by unstable manifolds;

(2) the conditionals of µ on unstable disks are equivalent to the conditionals of
Lebesgue measure on those disks;

(3) for any continuous φ : A→ R and any ξ̃ ∈ γs(ξ)

lim
n→∞

1

n

n−1∑
j=0

φ(F j(ξ̃)) = lim
n→∞

1

n

n−1∑
j=0

φ(F j(ξ));

(4) the stable foliation is absolutely continuous.

It follows that

µ ergodic supported on A
⇓ (1)+Prop 1.2

µγu almost every point in an
unstable disk γu belongs in B(µ)

⇓ (2)
mγu almost every point in an

unstable leaf γu belongs in B(µ)
⇓ (3)+(4)

µ is a physical measure
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Rohlin disintegration
Let X be a compact metric space, B the σ-algebra of Borel sets and µ a Borel probability
measure. Given a partition P of X into Borel sets, let π : X → P assign to each x ∈ X the
element ω ∈ P such that x ∈ ω. Consider the probability measure space (P, π∗P, π∗µ), where

π∗P = {Q ⊂ P : π−1(Q) ∈ B}
and π∗µ is given by

π∗µ(Q) = µ(π−1(Q)), for all Q ∈ π∗P.

A disintegration of µ with respect to the partition P is a family {µω}ω∈P of probability
measures on X such that

µω(ω) = 1, for π∗µ almost every ω ∈ P;

given any continuous ϕ : X → R, the function P 3 ω 7→
∫
ϕdµω is measurable and∫

X
ϕdµ =

∫
P

(∫
X
ϕdµω

)
dπ∗µ.

We refer to the measures µω as the conditional measures of µ with respect to P.

Theorem 1.6 (Rohlin 1952)

Every Borel probability measure has a disintegration with respect to any measurable partition.

A partition P into Borel sets is a measurable partition if there is a sequence (En)n of Borel sets
and X0 ⊂ X with full µ measure such that, for all ω ∈ P,

ω ∩ X0 = X0 ∩ E∗1 ∩ E∗2 ∩ · · · ,
where each E∗n is either En or its complement X \ En.
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Lyapunov exponents
Let f : M → M be a diffeomorphism of a smooth manifold M.
Given x ∈ M and v ∈ TxM, set

λ(x , v) = lim
n→±∞

1

n
log ‖Df n(x)v‖,

if these limits exist and coincide.

Theorem 1.7 (Oseledec 1968)

Let f preserve an invariant probability measure µ. There exist measurable functions λi and a
Df -invariant splitting TxM = ⊕iEi (x) with λ(x , v) = λi (x) for µ almost every x ∈ M and every
v ∈ Ei (x). In addition, if µ is ergodic, then λi and dim(Ei ) are constant µ almost everywhere.

Each λi is called a Lyapunov exponent of f (with respect to µ). The regular set R ⊂ M is the
set of points for which the Lyapunov exponents are defined.

Theorem 1.8 (Pesin 1976)

If x ∈ R has at least one positive Lyapunov exponent, then there is a small disk γu(x) ⊂ M
tangent to ⊕λi>0Ei (x) such that for all y ∈ γu(x)

lim sup
n→∞

1

n
log d(f −n(y), f −n(x)) < 0.

γu(x) is called an unstable disk of x ∈ R. A stable disk γs(x) can be obtained similarly for a
point x ∈ R with at least one negative Lyapunov exponent.
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SRB measures

Assume x ∈ R has at least one positive Lyapunov exponent.
We define the unstable manifold of x

W u(x) =
⋃
n≥0

f n(γu(f −n(x))).

A measurable partition P of a set X ⊂ M is said to be subordinate to unstable manifolds
if f has at least one positive Lyapunov exponent µ almost everywhere and, for µ almost
every x ∈ X , the element of P containing x is a subset of W u(x).

A probability measure µ is called a Sinai-Ruelle-Bowen (SRB) measure if, for any
measurable partition P subordinate to unstable manifolds, the conditionals {µω}ω∈P
of µ are absolutely continuous with respect to the conditionals {mω}ω∈P of the Lebesgue
measure m.
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Absolute continuity of the stable foliation
Given embedded disks D,D ′ ⊂ M intersecting
transversally a set {γs(x)}x of stable disks,
define the holonomy map

h :
⋃

xγ
s(x) ∩ D −→

⋃
xγ

s(x) ∩ D ′

assigning to z ∈ γs(x) ∩ D the unique point in γs(x) ∩ D ′.

The stable foliation is called absolutely
continuous if for any A ⊂

⋃
x γ

s(x) ∩ D, we have

mD(A) = 0 ⇐⇒ mD′(h(A)) = 0.

Theorem 1.9 (Pesin 1976)

Let f : M → M be a C 2 diffeomorphism having all Lyapunov exponents nonzero with
respect to an ergodic invariant probability measure µ. Then the stable foliation is
absolutely continuous.

Corollary 1.10

Every ergodic SRB measure with non-zero Lyapunov exponents is a physical measure.
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Existence of SRB measures
Endomorphisms:

Uniformly expanding [Krzyżewski and Szlenk 1969]

Quadratic [Jakobson 1981]

Viana [Alves 2000]

Nonuniformly expanding [Alves, Bonatti, and Viana 2000; Pinheiro 2006]

Partially hyperbolic [Tsujii 2005]

Diffeomorphisms:

Anosov [Sinai 1972; Bowen 1975]

Axiom A [Bowen and Ruelle 1975; Ruelle 1976]

Hénon [Benedicks and Young 1993]

Partially hyperbolic Eu ⊕ E cs [Pesin and Sinai 1982; Bonatti and Viana 2000]

Partially hyperbolic E cu ⊕ E s [Alves, Bonatti, and Viana 2000; Alves, Dias, Luzzatto, and
Pinheiro 2017]

Nonuniformly hyperbolic [Climenhaga, Luzzatto, and Pesin 2021; Ben Ovadia 2021]

Methods:

Lebesgue iteration

Markov partitions

Inducing schemes
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Decay of correlations
The correlation of observables ϕ,ψ : M → R is defined as

Corµ(ϕ,ψ ◦ f n) =

∣∣∣∣∫ ϕ(ψ ◦ f n)dµ−
∫
ϕdµ

∫
ψdµ

∣∣∣∣ .
Assuming Corµ(ϕ,ψ ◦ f n)→ 0 for ϕ and ψ characteristic functions of Borel sets, we
obtain the usual notion of mixing:

µ(A ∩ f −n(B))→ µ(A)µ(B).

We are interested in rates at which Corµ(ϕ,ψ ◦ f n) converges to zero with n.
In general, we need some regularity of the observables.

Remark 1.11

In some cases, µ is equivalent to Lebesgue measure m. Assuming m normalised and
taking ϕ = dm/dµ, we have

Corµ(ϕ,ψ ◦ f n) =

∣∣∣∣∫ ψf n∗ dm −
∫
ψdµ

∣∣∣∣ .
So, the decay of Corµ(ϕ,ψ ◦ f n) gives information on the speed at which the
push-forwards f n∗m approach the physical measure µ.

The push-forward is defined as f n∗m(A) = m(f −n(A)), for any measurable set A.
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Other statistical properties

Here, we will use Young Towers to obtain Decay of Correlations for SRB measures of
some specific classes of dynamical systems. The same approach has been used to deduce
other statistical properties of those systems:

Central Limit Theorem [Young 1998; Young 1999];

Local Limit Theorem [Gouëzel 2005];

Berry-Esseen Theorem [Gouëzel 2005];

Almost Sure Invariance Principle [Melbourne and Nicol 2005; Melbourne and Nicol
2009];

Large Deviations [Melbourne and Nicol 2008; Melbourne 2009; Rey-Bellet and
Young 2008];

Escape rates [Demers and Young 2006; Demers, Wright, and Young 2010; Demers,
Wright, and Young 2012]

Entropy Formula [Alves and Mesquita 2021].
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Endomorphisms
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Induced maps
Consider f : M → M and a measure m on M. Given ∆0 ⊂ M with m(∆0) <∞, we say
that F : ∆0 → ∆0 is an induced map for f if there exist

a countable m mod 0 partition P of ∆0

a function R : P → N
such that

F |ω = f R(ω)|ω, ∀ω ∈ P.
We frequently denote the induced map F by f R .

Proposition 2.1

Let f R : ∆0 → ∆0 be an induced map for f : M → M and ν0 � m an f R -invariant
probability measure ν0. If

ν =
∞∑
j=0

f j∗(ν0|{R > j}),
then

1 ν is an f -invariant measure with ν|∆0 ≥ ν0;

2 ν finite ⇐⇒
∑∞

j=0 ν0{R > j} <∞ ⇐⇒ R ∈ L1(ν0);

3 ν0 ergodic =⇒ ν ergodic;

4 f∗m� m =⇒ ν � m.

See Theorem 3.18 in [Alves 2020] for a proof.
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Gibbs-Markov maps

Let (∆0,A,m) be a finite measure space and F : ∆0 → ∆0 a measurable map. Given a
mod 0 partition P, set

F−nP = {F−n(ω) : ω ∈ P}, n ≥ 0.

Assuming F∗m� m, it follows that F−nP is a mod 0 partition of M, for all n ≥ 1.
In this case, we have mod 0 partitions

n−1∨
j=0

F−jP =
{
ω0 ∩ F−1(ω1) ∩ · · · ∩ F−n+1(ωn−1) : ω0, . . . , ωn−1 ∈ P

}
and

∞∨
n=0

F−nP =
{
ω0 ∩ F−1(ω1) ∩ · · · : ωn ∈ P for all n ≥ 0

}
.
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We say that F : ∆0 → ∆0 is a Gibbs-Markov map if there is an m mod 0 countable
partition P into measurable subsets of ∆0 such that:

(G1) Markov: F maps each ω ∈ P bijectively to ∆0.

(G2) Nonsingular: ∃ JF > 0 such that for each A ⊂ ω ∈ P

m(F (A)) =

∫
A

JFdm.

This in particular implies F∗m� m.

(G3) Separable: the sequence (
∨n−1

i=0 F−iP)n is a basis of ∆0:

1 (
∨n−1

i=0 F−iP)n generates A (mod 0);
2 (
∨∞

i=0 F
−iP)n is the partition into single points (mod 0).

In particular, m almost all x , y ∈ ∆0 have defined the separation time:

s(x , y) = min
{
n ≥ 0 : F n(x), F n(y) lie in distinct elements of P

}
.

(G4) Gibbs: ∃C > 0 and 0 < β < 1 such that for all x , y ∈ ω ∈ P

log
JF (x)

JF (y)
≤ Cβs(F (x),F (y)).
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Piecewise smooth maps

Lemma 2.2

Let ∆0 be a manifold (possibly with a boundary) and m Lebesgue measure on the Borel
sets of ∆0. Let P be a countable m mod 0 partition of ∆0 into open sets whose closures
have smooth boundary, and F : ∆0 → ∆0 be such that, for all ω ∈ P, the restriction of F
to ω has an extension to the boundary of ω which is a C 1 diffeomorphism onto its image.
Then,

1 F is nonsingular and JF (x) = | detDF (x)|, for m almost all x ∈ ∆0;

2 if there is 0 < α < 1 such that ‖(DF |ω)−1(x)‖ ≤ α, for all x ∈ F (ω), then F
satisfies the separability property;

3 if there are C , ζ > 0 such that, for all ω ∈ P and x , y ∈ ω,

log
detDF (x)

detDF (y)
≤ Cd(F (x),F (y))ζ ,

then F satisfies the Gibbs property.

See Lemma 3.3 in [Alves 2020] for a proof.
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A space for invariant densities

Consider the space

Fβ(∆0) =

{
ϕ : ∆0 → R s.t. |ϕ|β ≡ sup

x 6=y

|ϕ(x)− ϕ(y)|
βs(x,y)

<∞
}
.

endowed with the norm
|ϕ|β + ‖ϕ‖∞,

and
F+
β (∆0) =

{
ϕ ∈ Fβ(∆0) : ϕ ≥ c for some c > 0

}
.

Lemma 2.3

Fβ(∆0) is relatively compact in L1(∆0).

See Proposition 3.8 in [Alves 2020] for a proof.

Exercise 2.4

Prove Lemma 2.3.
Hint: mimic the proof of Ascoli-Arzela Theorem in Wikipedia.
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An F -invariant probability measure is called exact (⇒ mixing ⇒ ergodic) if

A ∈
⋂

n≥0F
−n(A) and ν(A) > 0 =⇒ ν(A) = 1.

Theorem 2.5

If F : ∆0 → ∆0 is a Gibbs-Markov map, then F has a unique absolutely continuous
invariant probability measure ν. Moreover, ν is exact, dν/dm belongs in Fβ(∆0) and
there is K > 0 such that

1

K
≤ dν

dm
≤ K .

See Theorem 3.13 in [Alves 2020] for a proof.
The idea is to show that the sequence of densities of the measures

µn =
1

n

n−1∑
j=0

F j
∗m.

is bounded in Fβ(∆0). By Lemma 2.3, it has an accumulation point in L1(∆0), which is
the density of an absolutely continuous F -invariant finite measure. The first item in the
separability property (G3) is used to obtain the exactness of ν.
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Proposition 2.6

Let f R : ∆0 → ∆0 be a Gibbs-Markov map and ν0 � m be its unique f R -invariant
probability measure. If f∗m� m and ν =

∑∞
j=0 f

j
∗(ν0|{R > j}), then

1 ν is an f -invariant ergodic measure with ν � m and ν|∆0 ≥ ν0;

2 ν is finite if, and only if, R is integrable with respect to m;

3 dν/dm|∆0 is bounded from below by some positive constant;

4 if ν is finite, then µ = ν/ν(M) is the unique ergodic f -invariant probability measure
such that µ� m and µ(∆0) > 0.

See Corollary 3.21 in [Alves 2020] for a proof.

Corollary 2.7

Assume M is a Riemannian manifold, m is Lebesgue measure on M and f : M → M is
such that f∗m� m. If f has an induced Gibbs-Markov map f R : ∆0 → ∆0 with
R ∈ L1(m|∆0 ), then f has a unique SRB measure µ with µ(∆0) > 0.
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Decay of correlations
Let f : M → M have an induced Gibbs-Markov map f R : ∆0 → ∆0 with R ∈ L1(m|∆0 )
and µ be the unique ergodic f -invariant probability measure such that

µ� m and µ(∆0) > 0.

Our next goal is to obtain estimates on the decay (with n→∞) of

Corµ(ϕ,ψ ◦ f n) =

∣∣∣∣∫ ϕ(ψ ◦ f n)dµ−
∫
ϕdµ

∫
ψdµ

∣∣∣∣ .
The general idea is that

the decay of Corµ(ϕ,ψ ◦ f n)↘ 0 is given by the decay of m{R > n} ↘ 0

Unfortunately, this statement cannot be proved with this generality and only in specific
cases (polynomial, stretched exponencial, exponential) for observables with some
regularity (Hölder continuous ϕ and ψ ∈ L∞(m)) will be proved here. Given η > 0, we
say that ϕ : M → R is η-Hölder continuous if

|ϕ|η ≡ sup
x 6=y

|ϕ(x)− ϕ(y)|
d(x , y)η

<∞.

Set
Hη = {ϕ : M → R | ϕ is η-Hölder continuous}.
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Extension

The decay of correlations for system (f , µ) with µ will be obtained through an extension
(T , ν) of (f , µ): we are going to introduce maps T : ∆→ ∆ and π : ∆→ M and a
T -invariant probability measure ν such that

f ◦ π = π ◦ T and π∗ν = µ. (2)

Exercise 2.8

Show that if (2) holds, then

Corµ(ϕ,ψ ◦ f n) = Corν(ϕ ◦ π, ψ ◦ π ◦ T n), (3)

for all ϕ,ψ : M → R for which the expressions make sense.

We also need a suitable space F of observables in ∆ such that

ϕ ∈ Hη =⇒ ϕ ◦ π ∈ F . (4)

Having (2), (3) and (4), our problem on decay of correlations for (f , µ) with observables
ϕ ∈ Hη will be reduced to a problem with respect to (T , ν) with observables ϕ ∈ F .
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Tower extension
Consider the partition P = {∆0,i}i associated
with an induced Gibbs-Markov map f R : ∆0 → ∆0.
Set the tower

∆ =
{

(x , `) : x ∈ ∆0 and 0 ≤ ` < R(x)
}
,

and the tower map T : ∆→ ∆ given by

T (x , `) =

{
(x , `+ 1), if ` < R(x)− 1;
(f R(x), 0), if ` = R(x)− 1.

Define π : ∆→ M by

π(x , `) = f `(x) (5)

Exercise 2.9

Show that π is measurable and f ◦ π = π ◦ T .

Remark 2.10

The tower construction can be carried out for any Gibbs-Markov map F : ∆0 → ∆0

(not necessarily an induced map) and any R : ∆0 → N, provided R is constant in the
elements of the partition associated with F .
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The `th level of the tower is the set

∆` = {(x , `) ∈ ∆}.

The 0th level is naturally identified with the set ∆0 ⊂ M. Under this identification we
have that TR = f R : ∆0 −→ ∆0 is an induced Gibbs-Markov map for T .

The `th level of ∆ is a copy of {R > `} ⊂ ∆0. This allows us to extend to ∆

the σ-algebra A;

the reference measure m;

the m mod 0 partition P to an m mod 0 partition

Q = {∆`,i}.

Finally, we extend the separation time to ∆×∆ in the following way:
if x , y ∈ ∆`, then there are unique x0, y0 ∈ ∆0 such that x = T `(x0) and y = T `(y0);
set

s(x , y) = s(x0, y0).

Set s(x , y) = 0 for all other points x , y ∈ ∆.
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Existence of equilibrium
Set

Fβ(∆) =
{
ϕ : ∆→ R | ∃C > 0 : |ϕ(x)− ϕ(y)| ≤ Cβs(x,y), ∀x , y ∈ ∆

}
and for ϕ ∈ Fβ

Cϕ = sup
x 6=y

|ϕ(x)− ϕ(y)|
βs(x,y)

Set also
F+
β (∆) = {ϕ ∈ Fβ(∆) | ∃c > 0 : ϕ ≥ c} .

and for ϕ ∈ F+
β (∆)

C+
ϕ = max

{
Cϕ, ‖ϕ‖∞,

∥∥∥∥ 1

ϕ

∥∥∥∥
∞

}
.

Theorem 2.11

If R ∈ L1(m), then T : ∆→ ∆ has a unique invariant probability measure ν � m.
Moreover, dν/dm ∈ F+

β (∆), ν is ergodic, ν is exact iff gcd{R} = 1, and π∗ν = µ.

See Theorems 3.24 & 3.25 and Proposition 3.27 in [Alves 2020] for a proof.
Existence and uniqueness of ν follows from Corollary 2.6.
(Note that TR = f R is a Gibbs-Markov induced map for T ).

Exercise 2.12

Show that gcd{R} > 1 =⇒ (T , ν) not mixing.
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Space of observables

Assume now f : M → M defined on a metric space M with a reference measure m.
Let f R : ∆0 → ∆0 be an induced map and P the partition of ∆0 associated with f R .
We say that f R is expanding if there are C > 0 and 0 < β < 1 such that, for all ω ∈ P
and x , y ∈ ω:

dist(f R(y), f R(x)) ≤ Cβs(x,y);

dist(f j(x), f j(y)) ≤ C dist(f R(x), f R(y)), for all 0 ≤ j ≤ R.

Lemma 2.13

If T : ∆→ ∆ is the tower map associated with an expanding Gibbs-Markov induced
map, then

ϕ ∈ Hη =⇒ ϕ ◦ π ∈ Fβη (∆).

We need to show that there is K > 0 such that, for all x , y ∈ ∆,

|ϕ(π(x))− ϕ(π(y))| ≤ Kβηs(x,y), (6)

If s(x , y) = 0 (in particular, if x , y belong in distinct levels of ∆), then (6) is an easy
consequence of the fact that ϕ is bounded. Consider now ` ≥ 0 and x , y ∈ ∆` with
s(x , y) ≥ 1. By definition, there are ω ∈ P and x0, y0 ∈ ω such that
s(x0, y0) = s(x , y) ≥ 1. This gives in particular R(x0),R(y0) > `.
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Using that ϕ ∈ Hη, we get

|ϕ(π(x))− ϕ(π(y))| = |ϕ(π(x0, `))− ϕ(π(y0, `))|
= |ϕ(f `(x0))− ϕ(f `(y0))|
≤ |ϕ|ηd(f `(x0), f `(y0))η. (7)

Since f R is expanding, there is C > 0 such that

d(f `(x0), f `(y0)) ≤ Cd(f R(x0), f R(y0))

≤ C 2βs(f R (x0),f R (y0))

= C 2βs(x0,y0)−1

= C 2βs(x,y)−1. (8)

It follows from (7) and (8) that

|ϕ(π(x))− ϕ(π(y))| ≤ |ϕ|ηC 2ηβ−ηβηs(x,y).

This yields (6) with K = |ϕ|ηC 2ηβ−η. �
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Decay of correlations for tower maps
At this point, we have reduced the correlation problem on (f , µ) with observables

ϕ ∈ Hη and ψ ∈ L∞(m)

to a problem on the tower system (T , ν) with

ϕ ∈ Fβη (∆) and ψ ∈ L∞(m).

Recall Exercises 2.8 and 2.9, Theorem 2.11, Lemma 2.13, and note that

ψ ∈ L∞(m) =⇒ ψ ◦ π ∈ L∞(m).

Theorem 2.14 (Young 1999; Gouëzel 2006)

Let T : ∆→ ∆ be the tower map of a Gibbs-Markov map f R with R ∈ L1(m) and ν the
unique ergodic T -invariant probability measure such that ν � m. If gcd(R) = 1

1 if m{R > n} ≤ Cn−α for some C > 0 and α > 1, then for all ϕ ∈ Fβ(∆) and
ψ ∈ L∞(m), there is C ′ > 0 such that

Corν(ϕ,ψ ◦ T n) ≤ C ′n−a+1;

2 if m{R > n} ≤ Ce−cna for some C , c > 0 and 0 < a ≤ 1, given 0 < β < 1 there
is c ′ > 0 such that, for all ϕ ∈ Fβ(∆) and ψ ∈ L∞(m), there is C ′ > 0 such that

Corν(ϕ,ψ ◦ T n) ≤ C ′e−c′na .
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Non-exact case

Corollary 2.15

Let T : ∆→ ∆ be the tower map of a Gibbs-Markov map f R with R ∈ L1(m) and ν be
the unique ergodic T -invariant probability measure such that ν � m. If gcd(R) = q,
then there are exact T q-invariant probability measures ν1, . . . , νq such that

T∗ν1 = ν2, . . . ,T∗νq−1 = νq,T∗νq = ν1 and ν =
1

q
(ν1 + · · ·+ νq).

Moreover, for all 1 ≤ i ≤ q,

1 if m{R > n} ≤ Cn−α for some C > 0 and α > 1, then for all ϕ ∈ Fβ(∆) and
ψ ∈ L∞(m) there is C ′ > 0 such that

Corνi (ϕ,ψ ◦ T
qn) ≤ C ′n−a+1;

2 if m{R > n} ≤ Ce−cna for some C , c > 0 and 0 < a ≤ 1, given 0 < β < 1 there
is c ′ > 0 such that for all ϕ ∈ Fβ(∆) and ψ ∈ L∞(m) there is C ′ > 0 such that

Corνi (ϕ,ψ ◦ T
qn) ≤ C ′e−c′na .
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Reduction to the exact case

Let T : ∆→ ∆ be the tower map of f R : ∆0 → ∆0. Set q = gcd(R) and, for each
1 ≤ i ≤ q,

Υi =
⋃

`≡i−1(mod q)

∆`.

We have that {Υ1, . . . ,Υq} is a partition of ∆. Moreover,

T (Υ1) = Υ2, . . . ,T (Υq−1) = Υq and T (Υq) = Υ1. (9)

Since ν is a T -invariant measure, we have that ν|Υi is an invariant measure for
T q : Υi → Υi , for each 1 ≤ i ≤ q. Setting

νi =
1

ν(Υi )
(ν|Υi ),

we have ν = (ν1 + · · ·+ νq)/q. Note that

νi � m, for all 1 ≤ i ≤ q. (10)

It follows from (9) and the T -invariance of ν that

T∗ν1 = ν2, . . . ,T∗νq−1 = νq and T∗νq = ν1.
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Let now T ′ : ∆′ → ∆′ be a tower map with base map f R and recurrence time R ′ = R/q;
recall Remark 2.10. By Theorem 2.11, the tower map T ′ has a unique invariant
probability measure ν′ � m, which is an exact measure, since gcd(R ′) = 1.

Exercise 2.16

Show that the map Si : ∆′ → Υi , given by Si (x , `) = (x , q`+ i − 1), is a bimeasurable
conjugacy between T ′ and T q|Υi , for all 1 ≤ i ≤ q.

Hence, Si∗ν
′ is an exact invariant probability measure for T q|Υi . Since Si and Si

−1

preserve sets with zero m measure, using (10) we get

Si
−1
∗ νi � m.

Uniqueness gives Si
−1
∗ νi = ν′, and so νi = Si∗ν

′ is exact.

34



Back to the original dynamics

Theorem 2.17

Let f : M → M be defined on a metric space M with a reference measure m such that
f∗m� m. Let f R : ∆0 → ∆0 be a Gibbs-Markov expanding map with R ∈ L1(m) and
µ be the unique ergodic f -invariant probability measure µ� m such that µ(∆0) > 0.
If gcd(R) = q, then f q has p ≤ q exact probability measures µ1, . . . , µp with

f∗µ1 = µ2, . . . , f∗µp−1 = µp, f∗µp = µ1 and µ =
1

p
(µ1 + · · ·+ µp).

Moreover, for all 1 ≤ i ≤ p,

1 if m{R > n} ≤ Cn−a for some C > 0 and a > 1, then for all ϕ ∈ Hη and
ψ ∈ L∞(m) there exists C ′ > 0 such that

Corµi (ϕ,ψ ◦ f
qn) ≤ C ′n−a+1;

2 if m{R > n} ≤ Ce−cna for some C , c > 0 and a > 1, then given η > 0, there is
c ′ > 0 such that, for all ϕ ∈ Hη and ψ ∈ L∞(m), there is C ′ > 0 for which

Corµi (ϕ,ψ ◦ f
qn) ≤ C ′e−c′na .
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Corollary 2.18

Let f : M → M be defined on a metric space M with a reference measure m such that
f∗m� m. Let f R : ∆0 → ∆0 be a Gibbs-Markov expanding map with R ∈ L1(m) and
µ� m be the unique ergodic f -invariant probability measure such that µ(∆0) > 0.
If µ is ergodic for all f n, then

1 if m{R > n} ≤ Cn−a for some C > 0 and a > 1, then for all ϕ ∈ Hη and
ψ ∈ L∞(m) there exists C ′ > 0 such that

Corµ(ϕ,ψ ◦ f n) ≤ C ′n−a+1;

2 if m{R > n} ≤ Ce−cna for some C , c > 0 and a > 1, then given η > 0, there is
c ′ > 0 such that, for all ϕ ∈ Hη and ψ ∈ L∞(m), there is C ′ > 0 for which

Corµ(ϕ,ψ ◦ f n) ≤ C ′e−c′na .

Proof. Consider 1 ≤ p ≤ q and probability measures µ and µ1, . . . , µp as in
Theorem 2.17. In particular, µi � µ, for all 1 ≤ i ≤ p.

Exercise 2.19

If ν0, ν1 are f -invariant probability measures with ν0 ergodic and ν1 � ν0, then ν1 = ν0.

Since µ is ergodic for f q, it follows that µi = µ, for all 1 ≤ i ≤ p. The expected
conclusions for Corµ(ϕ,ψ ◦ f qn) then follow from Theorem 2.17. Apply these conclusions
to the observables ψ ◦ f , · · · , ψ ◦ f q−1 in the place of ψ. �
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Back to the exact tower
Now we sketch the proof of Theorem 2.14. Given ϕ ∈ L∞(m) with ϕ 6= 0, set

ϕ∗ =
1∫

(ϕ+ 2‖ϕ‖∞)dν
(ϕ+ 2‖ϕ‖∞). (11)

Note that ϕ∗ is strictly positive and its integral with respect to ν is 1.
Next we reduce the proof of Theorem 2.14 to obtain convenient estimates for |T n

∗λ− ν|.

Lemma 2.20

For all ϕ ∈ Fβ(∆) \ {0}, we have

1 ϕ∗ ∈ F+
β (∆) and 1/3 ≤ ϕ∗ ≤ 3;

2 Corν(ϕ,ψ ◦ T n) ≤ 3‖ϕ‖∞‖ψ‖∞|T n
∗λ− ν| for all ψ ∈ L∞(m),

where λ is the probability measure on ∆ such that dλ/dν = ϕ∗.

Proof. We have
‖ϕ‖∞ ≤ ϕ+ 2‖ϕ‖∞ ≤ 3‖ϕ‖∞. (12)

Since ν is a probability measure, we get

1

3‖ϕ‖∞
≤ 1∫

(ϕ+ 2‖ϕ‖∞)dν
≤ 1

‖ϕ‖∞
. (13)

From (12) and (13) we get 1/3 ≤ ϕ∗ ≤ 3.
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For all x , y ∈ ∆ we have

ϕ∗(x)− ϕ∗(y)

βs(x,y)
=

1∫
(ϕ+ 2‖ϕ‖∞)dν

· ϕ(x)− ϕ(y)

βs(x,y)
. (14)

Since ϕ∗ ≥ 1/3,
ϕ ∈ Fβ(∆) =⇒ ϕ∗ ∈ F+

β (∆).

Setting a =
∫

(ϕ+ 2‖ϕ‖∞)dν, we may write

Corµ(ϕ,ψ ◦ T n) =

∣∣∣∣∫ ϕ(ψ ◦ T n)dν −
∫
ϕdν

∫
ψdν

∣∣∣∣
= a

∣∣∣∣∫ ϕ∗(ψ ◦ T n) dν −
∫
ϕ∗dν

∫
ψ dν

∣∣∣∣
= a

∣∣∣∣∫ (ψ ◦ T n) dλ−
∫
ψ dν

∣∣∣∣
= a

∣∣∣∣∫ ψ dT n
∗λ−

∫
ψ dν

∣∣∣∣
≤ a‖ψ‖∞|T n

∗λ− ν|.

Observing that a ≤ 3‖ϕ‖∞, we obtain Lemma 2.20. �
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Convergence to equilibrium

Theorem 2.21

Assume that gcd{R} = 1 and λ is a measure such that ϕ = dλ/dm ∈ F+
β (∆).

1 If m{R > n} ≤ Cn−ζ for some C > 0 and ζ > 1, then for some C ′ > 0

|T n
∗λ− ν| ≤ C ′n−ζ+1.

2 If m{R > n} ≤ Ce−cnη , then for some C , c > 0 and 0 < η ≤ 1

|T n
∗λ− ν| ≤ C ′e−c′nη .

for some C ′, c ′ > 0;

Moreover, c ′ does not depend on ϕ and C ′ depends only on C+
ϕ .

The proof of this result uses a coupling argument developed in [Young 1999]†,
based on a careful study of returns to the base of the tower.

Remark

There are (infinitely many) probability measures λ on ∆ with dλ/dm ∈ F+
β (∆) such that

for some c > 0
|T n
∗λ− ν| ≥ c

∑
`>n

m{R > `}.

†See also [Gouëzel 2006] for an optimal estimate in the stretched exponencial case. 39



Coupling
Let λ, λ′ be probability measures in ∆ whose densities wrt m belong in F+

β (∆). Set

ϕ =
dλ

dm
and ϕ′ =

dλ′

dm
.

Consider the product map
T × T : ∆×∆→ ∆×∆,

and the product measure P = λ× λ′ on ∆×∆. Let π, π′ : ∆×∆→ ∆ be the
projections on the first and second coordinates respectively. Consider also the partition
Q×Q of ∆×∆. For each n ≥ 1, let

(Q×Q)n :=
n−1∨
i=0

(T × T )−i (Q×Q),

and (Q×Q)n(x , x ′) be the element of (Q×Q)n containing (x , x ′) ∈ ∆×∆.
Since gcd{R} = 1, then (T , ν) is mixing. Using that dν/dm is bounded, we find n0 ∈ N
and γ0 > 0 such that

m(T−n(∆0) ∩∆0) ≥ γ0, ∀n ≥ n0.

Consider R̂ : ∆→ Z defined as

R̂(x) = min{n ≥ 0 : T n(x) ∈ ∆0}.

40



We introduce a sequence of stopping times 0 ≡ τ0 < τ1 < τ2 < ... in ∆×∆ by

τ1(x , x ′) = n0 + R̂(T n0 (x)),

τ2(x , x ′) = τ1 + n0 + R̂(T τ1+n0 (x ′)),

τ3(x , x ′) = τ2 + n0 + R̂(T τ2+n0 (x)),

...

with returns to the ground level ∆0 alternating between the first and second coordinate
and a spacing between returns of at least n0 iterations. We define the simultaneous
return time S : ∆×∆→ N by

S(x , x ′) = min
{
τi : (T τi (x),T τi (x ′)) ∈ ∆0 ×∆0

}
.

Exercise 2.22

Show that (T , ν) mixing =⇒ (T × T , ν × ν) mixing.

In particular, (T × T , ν × ν) is ergodic, and so S is defined m ×m almost everywhere.
Note that

S(x , x ′) = n =⇒ S |(Q×Q)n(x,x′) = n and (T × T )n((Q×Q)n(x , x ′)) = ∆0 ×∆0.
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A simplified model
Assume that JT and the densities dλ/dm and dλ′/dm are constant on each element of Q.
We may write

|T n
∗λ− T n

∗λ
′| =|π∗(T × T )n∗P − π′∗(T × T )n∗P|
≤|π∗(T × T )n∗(P|{S > n})− π′∗(T × T )n∗(P|{S > n})|

+
n∑

i=1

|π∗(T × T )n∗(P|{S = i})− π′∗(T × T )n∗(P|{S = i})|

=
∣∣π∗(T × T )n∗(P|{S > n})− π′∗(T × T )n∗(P|{S > n})

∣∣
+

n∑
i=1

∣∣∣T n−i
∗

(
π∗(T × T )i∗(P|{S = i})− π′∗(T × T )i∗(P|{S = i})

)∣∣∣ (15)

In the last equality we have used that

T n−i ◦ π = π ◦ (T × T )i and T n−i ◦ π′ = π′ ◦ (T × T )i .

Exercise 2.23

Show that if S(x,x’)=i, then

π∗(T×T )i∗
(
P|(Q×Q)i (x , x

′)
)

=
P ((Q×Q)i (x , x

′))

m(∆0)
(m|∆0) = π′∗(T×T )i∗

(
P|(Q×Q)i (x , x

′)
)
.

It follows that the terms in the summation (15) are all equal to zero, and so

|T n
∗λ− T n

∗λ
′| ≤ 2P{S > n}.

Taking λ′ = ν we have T n
∗ν = ν, and so we are reduced to find an upper bound for P{S > n}.
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General case

Lemma 2.24 (Young 1998)

There are θ < 1 and K > 0 such that for all n ≥ 1

∣∣T n
∗λ− T n

∗λ
′∣∣ ≤ 2P{S > n}+ K

∞∑
i=1

θi (i + 1)P

{
S >

n

i + 1

}
.

See Proposition 3.45 in [Alves 2020] for a proof.
Since T∗ν = ν, taking λ′ = ν we get an upper bound for |T n

∗λ− ν|.
In the polynomial and (stretched) exponential cases, the second term in the sum above
decays at the same speed of the first one. Hence, Theorem 2.21 follows from

Lemma 2.25 (Young 1998; Gouëzel 2006)

1 If m{R > n} . n−ζ for some ζ > 1, then P{S > n} . n−ζ+1.

2 If m{R > n} . e−cnη for some c > 0 and 0 < η ≤ 1, then P{S > n} . e−c′nη for
some c ′ > 0.

See Propositions 3.46 & 3.48 in [Alves 2020] for a proof.
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Application: Intermittent maps

Here, we exhibit two examples of transformations with indifferent fixed points, associated
with phase transitions from stable periodic behaviour to a chaotic one, related in [Pomeau
and Manneville 1980] to an intermittent transition to turbulence in convective fluids.

We consider first an interval map, introduced in [Liverani, Saussol, and Vaienti 1999],
where it is relatively easy to define a Gibbs-Markov induced map, and then deduce some
interesting statistical properties of the original system.

The second example is a circle map introduced in [Young 1999]. The construction of the
Gibbs-Markov induced map is a little more intrincate, but using it as the base dynamics,
a solenoid with intermittency was built in [Alves and Pinheiro 2008], providing an
example of a diffeomorphism with a Young tower with polynomial recurrence times.

See [Hu 2004; Thaler 1980] for more results on one-dimensional maps with neutral fixed
points or [Bahsoun, Bose, and Duan 2014] for a skew product map on a square.

44



Interval map

1

<latexit sha1_base64="NhzZT1rzLTxRg8hBTrMeK1q1ZAc=">AAACyHicjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3YirCqYtaJEkndaheZFMlFLc+ANude3H+AnFP9C/8M40BbWI3pDkzLn3nJk71419ngrTfCtoU9Mzs3PFeX1hcWl5pbS6Vk+jLPGY7UV+lDRdJ2U+D5ktuPBZM06YE7g+a7i9E5lv3LIk5VF4IfoxawVON+Qd7jmCKNvSKa5LZbNiqjAmgZWD8tGrfhi/DPVaVBriCm1E8JAhAEMIQdiHg5SeS1gwERPXwoC4hBBXeYZ76KTNqIpRhUNsj75dWl3mbEhr6ZkqtUe7+PQmpDSwRZqI6hLCcjdD5TPlLNnfvAfKU56tT3839wqIFbgh9i/duPK/OtmLQAcHqgdOPcWKkd15uUumbkWe3PjSlSCHmDiJ25RPCHtKOb5nQ2lS1bu8W0fl31WlZOXay2szfMhT0oCtn+OcBPWdirVb2Ts3y9VjjKKIDWxim+a5jypOUYNN3hyPeMKzdqbF2p3WH5VqhVyzjm+hPXwC57CSyw==</latexit>

1

<latexit sha1_base64="NhzZT1rzLTxRg8hBTrMeK1q1ZAc=">AAACyHicjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3YirCqYtaJEkndaheZFMlFLc+ANude3H+AnFP9C/8M40BbWI3pDkzLn3nJk71419ngrTfCtoU9Mzs3PFeX1hcWl5pbS6Vk+jLPGY7UV+lDRdJ2U+D5ktuPBZM06YE7g+a7i9E5lv3LIk5VF4IfoxawVON+Qd7jmCKNvSKa5LZbNiqjAmgZWD8tGrfhi/DPVaVBriCm1E8JAhAEMIQdiHg5SeS1gwERPXwoC4hBBXeYZ76KTNqIpRhUNsj75dWl3mbEhr6ZkqtUe7+PQmpDSwRZqI6hLCcjdD5TPlLNnfvAfKU56tT3839wqIFbgh9i/duPK/OtmLQAcHqgdOPcWKkd15uUumbkWe3PjSlSCHmDiJ25RPCHtKOb5nQ2lS1bu8W0fl31WlZOXay2szfMhT0oCtn+OcBPWdirVb2Ts3y9VjjKKIDWxim+a5jypOUYNN3hyPeMKzdqbF2p3WH5VqhVyzjm+hPXwC57CSyw==</latexit>

1/2

<latexit sha1_base64="pZaEOcngYC9STeve2qzTOJAWpYU=">AAACy3icjVHLSsNAFD2Nr1pfVZduQosgCDUpii6LbtwIFewD2iLJdFpD8yKZCLW69AfEnf6X9A/0L7wzTUEtojckOXPuOXfmzrVD14mFYYwz2tz8wuJSdjm3srq2vpHf3KrHQRIxXmOBG0RN24q56/i8Jhzh8mYYccuzXd6wB2cy37jlUewE/pUYhrzjWX3f6TnMEkQ1zYNyTsZ1vmiUDBX6LDBTUKwU2vvP48qwGuTf0EYXARgSeODwIQi7sBDT04IJAyFxHYyIiwg5Ks/xgBx5E1JxUljEDujbp1UrZX1ay5qxcjPaxaU3IqeOXfIEpIsIy910lU9UZcn+VnukasqzDelvp7U8YgVuiP3LN1X+1yd7EejhRPXgUE+hYmR3LK2SqFuRJ9e/dCWoQkicxF3KR4SZck7vWVeeWPUu79ZS+XellKxcs1Sb4EOekgZs/hznLKiXS+Zh6eiSJn2KSWSxgwL2aJ7HqOAcVdTUHJ/wglftQou1O+1+ItUyqWcb30J7/ATqNpMi</latexit>

0

<latexit sha1_base64="rHmut6bi1b3g/lOfAo4lCaJuod4=">AAACx3icjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3eiugn1ALZJMp21oXiSTYiku/AG3uvdj/ITiH+hfeGcaQS2iE5KcOfecM3NnnMhzE2GarzltZnZufiG/qC8tr6yuFdY3akmYxoxXWeiFccOxE+65Aa8KV3i8EcXc9h2P153+mazXBzxO3DC4EsOIt3y7G7gdl9lCUqau6zeFolky1TCmgZWB4smLfhw9j/VKWBjjGm2EYEjhgyOAIOzBRkJPExZMRMS1MCIuJuSqOscddPKmpOKksInt07dLs2bGBjSXmYlyM1rFozcmp4Ed8oSkiwnL1QxVT1WyZH/LHqlMubch/Z0syydWoEfsX75P5X99sheBDo5UDy71FClGdseylFSdity58aUrQQkRcRK3qR4TZsr5ec6G8iSqd3m2tqq/KaVk5Zxl2hTvcpd0wdbP65wGtb2StV86uDSL5VNMRh5b2MYu3echyjhHBVXK7uEBj3jSLrRQG2i3E6mWyzyb+Da0+w+neJK2</latexit>

Given α > 0, consider I = [0, 1], the Lebesgue
measure m on I and the map f : I → I , given by

f (x) =

{
x + 2αxα+1, if 0 ≤ x ≤ 1/2;

2x − 1, if 1/2 < x ≤ 1.

Note that f |[0,1/2]

is C 2 for α ≥ 1 and C 1+α for 0 < α < 1.

Theorem 2.26

1 For α < 1, the map f has a unique SRB measure µ. Moreover, µ is exact, the
support of µ coincides with I , its basin covers m almost all of I and, for each Hölder
continuous ϕ : I → R and ψ ∈ L∞(m),

Corµ(ϕ,ψ ◦ f n) . 1/n1/α−1.

2 For α ≥ 1, the Dirac measure at 0 is a physical measure for f and its basin covers m
almost all of I .
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Local behaviour

1

<latexit sha1_base64="NhzZT1rzLTxRg8hBTrMeK1q1ZAc=">AAACyHicjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3YirCqYtaJEkndaheZFMlFLc+ANude3H+AnFP9C/8M40BbWI3pDkzLn3nJk71419ngrTfCtoU9Mzs3PFeX1hcWl5pbS6Vk+jLPGY7UV+lDRdJ2U+D5ktuPBZM06YE7g+a7i9E5lv3LIk5VF4IfoxawVON+Qd7jmCKNvSKa5LZbNiqjAmgZWD8tGrfhi/DPVaVBriCm1E8JAhAEMIQdiHg5SeS1gwERPXwoC4hBBXeYZ76KTNqIpRhUNsj75dWl3mbEhr6ZkqtUe7+PQmpDSwRZqI6hLCcjdD5TPlLNnfvAfKU56tT3839wqIFbgh9i/duPK/OtmLQAcHqgdOPcWKkd15uUumbkWe3PjSlSCHmDiJ25RPCHtKOb5nQ2lS1bu8W0fl31WlZOXay2szfMhT0oCtn+OcBPWdirVb2Ts3y9VjjKKIDWxim+a5jypOUYNN3hyPeMKzdqbF2p3WH5VqhVyzjm+hPXwC57CSyw==</latexit>

1

<latexit sha1_base64="NhzZT1rzLTxRg8hBTrMeK1q1ZAc=">AAACyHicjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3YirCqYtaJEkndaheZFMlFLc+ANude3H+AnFP9C/8M40BbWI3pDkzLn3nJk71419ngrTfCtoU9Mzs3PFeX1hcWl5pbS6Vk+jLPGY7UV+lDRdJ2U+D5ktuPBZM06YE7g+a7i9E5lv3LIk5VF4IfoxawVON+Qd7jmCKNvSKa5LZbNiqjAmgZWD8tGrfhi/DPVaVBriCm1E8JAhAEMIQdiHg5SeS1gwERPXwoC4hBBXeYZ76KTNqIpRhUNsj75dWl3mbEhr6ZkqtUe7+PQmpDSwRZqI6hLCcjdD5TPlLNnfvAfKU56tT3839wqIFbgh9i/duPK/OtmLQAcHqgdOPcWKkd15uUumbkWe3PjSlSCHmDiJ25RPCHtKOb5nQ2lS1bu8W0fl31WlZOXay2szfMhT0oCtn+OcBPWdirVb2Ts3y9VjjKKIDWxim+a5jypOUYNN3hyPeMKzdqbF2p3WH5VqhVyzjm+hPXwC57CSyw==</latexit>

0

<latexit sha1_base64="rHmut6bi1b3g/lOfAo4lCaJuod4=">AAACx3icjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3eiugn1ALZJMp21oXiSTYiku/AG3uvdj/ITiH+hfeGcaQS2iE5KcOfecM3NnnMhzE2GarzltZnZufiG/qC8tr6yuFdY3akmYxoxXWeiFccOxE+65Aa8KV3i8EcXc9h2P153+mazXBzxO3DC4EsOIt3y7G7gdl9lCUqau6zeFolky1TCmgZWB4smLfhw9j/VKWBjjGm2EYEjhgyOAIOzBRkJPExZMRMS1MCIuJuSqOscddPKmpOKksInt07dLs2bGBjSXmYlyM1rFozcmp4Ed8oSkiwnL1QxVT1WyZH/LHqlMubch/Z0syydWoEfsX75P5X99sheBDo5UDy71FClGdseylFSdity58aUrQQkRcRK3qR4TZsr5ec6G8iSqd3m2tqq/KaVk5Zxl2hTvcpd0wdbP65wGtb2StV86uDSL5VNMRh5b2MYu3echyjhHBVXK7uEBj3jSLrRQG2i3E6mWyzyb+Da0+w+neJK2</latexit>

z0z1z2. . .

Note that

(c1) f (0) = 0 and f ′(0) = 1;

(c2) f ′ > 1 on I \ {0, 1/2};
(c3) f is C 2 on I \ {0, 1/2} and

xf ′′(x) ≈ |x |α, for x close to 0.

It follows from (c1) and (c3) that

f ′(x)− 1 ≈ xα and f (x)− x ≈ xα+1.

Let (zn)n be the sequence in [0, 1/2]
defined recursively for n ≥ 0 as

z0 =
1

2
and f (zn+1) = zn.

Lemma 2.27

(zn)n has the same asymptotics of the sequence (1/n1/α)n.

See Section 3.5.1 of [Alves 2020] for a proof.
The proof uses only the information given by (c1)-(c3).
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Induced map

1

<latexit sha1_base64="NhzZT1rzLTxRg8hBTrMeK1q1ZAc=">AAACyHicjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3YirCqYtaJEkndaheZFMlFLc+ANude3H+AnFP9C/8M40BbWI3pDkzLn3nJk71419ngrTfCtoU9Mzs3PFeX1hcWl5pbS6Vk+jLPGY7UV+lDRdJ2U+D5ktuPBZM06YE7g+a7i9E5lv3LIk5VF4IfoxawVON+Qd7jmCKNvSKa5LZbNiqjAmgZWD8tGrfhi/DPVaVBriCm1E8JAhAEMIQdiHg5SeS1gwERPXwoC4hBBXeYZ76KTNqIpRhUNsj75dWl3mbEhr6ZkqtUe7+PQmpDSwRZqI6hLCcjdD5TPlLNnfvAfKU56tT3839wqIFbgh9i/duPK/OtmLQAcHqgdOPcWKkd15uUumbkWe3PjSlSCHmDiJ25RPCHtKOb5nQ2lS1bu8W0fl31WlZOXay2szfMhT0oCtn+OcBPWdirVb2Ts3y9VjjKKIDWxim+a5jypOUYNN3hyPeMKzdqbF2p3WH5VqhVyzjm+hPXwC57CSyw==</latexit>

1

<latexit sha1_base64="NhzZT1rzLTxRg8hBTrMeK1q1ZAc=">AAACyHicjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3YirCqYtaJEkndaheZFMlFLc+ANude3H+AnFP9C/8M40BbWI3pDkzLn3nJk71419ngrTfCtoU9Mzs3PFeX1hcWl5pbS6Vk+jLPGY7UV+lDRdJ2U+D5ktuPBZM06YE7g+a7i9E5lv3LIk5VF4IfoxawVON+Qd7jmCKNvSKa5LZbNiqjAmgZWD8tGrfhi/DPVaVBriCm1E8JAhAEMIQdiHg5SeS1gwERPXwoC4hBBXeYZ76KTNqIpRhUNsj75dWl3mbEhr6ZkqtUe7+PQmpDSwRZqI6hLCcjdD5TPlLNnfvAfKU56tT3839wqIFbgh9i/duPK/OtmLQAcHqgdOPcWKkd15uUumbkWe3PjSlSCHmDiJ25RPCHtKOb5nQ2lS1bu8W0fl31WlZOXay2szfMhT0oCtn+OcBPWdirVb2Ts3y9VjjKKIDWxim+a5jypOUYNN3hyPeMKzdqbF2p3WH5VqhVyzjm+hPXwC57CSyw==</latexit>

0

<latexit sha1_base64="rHmut6bi1b3g/lOfAo4lCaJuod4=">AAACx3icjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3eiugn1ALZJMp21oXiSTYiku/AG3uvdj/ITiH+hfeGcaQS2iE5KcOfecM3NnnMhzE2GarzltZnZufiG/qC8tr6yuFdY3akmYxoxXWeiFccOxE+65Aa8KV3i8EcXc9h2P153+mazXBzxO3DC4EsOIt3y7G7gdl9lCUqau6zeFolky1TCmgZWB4smLfhw9j/VKWBjjGm2EYEjhgyOAIOzBRkJPExZMRMS1MCIuJuSqOscddPKmpOKksInt07dLs2bGBjSXmYlyM1rFozcmp4Ed8oSkiwnL1QxVT1WyZH/LHqlMubch/Z0syydWoEfsX75P5X99sheBDo5UDy71FClGdseylFSdity58aUrQQkRcRK3qR4TZsr5ec6G8iSqd3m2tqq/KaVk5Zxl2hTvcpd0wdbP65wGtb2StV86uDSL5VNMRh5b2MYu3echyjhHBVXK7uEBj3jSLrRQG2i3E6mWyzyb+Da0+w+neJK2</latexit>

J0J1J2
. . .

Set

J0 = (1/2, 1) and Jn = (zn, zn−1), for n ≥ 1.

It follows that

m(Jn) ≈ n−(α+1)/α. (16)

Set
R|Jn = n + 1, for all n ≥ 0. (17)

Since f n+1(Jn) = (0, 1), we have an induced map
f R : I → I . Moreover, Lemma 2.27 gives

m{R > n} ≈
∑
k≥n

m(Jk) ≈
∑
k≥n

(
1

k

)1+1/α

≈ n−1/α. (18)

Lemma 2.28

f R : I → I is a Gibbs-Markov map with gcd(R) = 1 and m{R > n} ≈ n−1/α.

See Lemma 3.60 in [Alves 2020] for a proof.
Note that f R is always a Gibbs-Markov map, regardless of the value of α > 0.
It follows from (18) that

R ∈ L1(m) ⇐⇒ 0 < α < 1.
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0 < α < 1

We know that
0 < α < 1 =⇒ R ∈ L1(m).

From Corollary 2.7 and Lemma 2.28

f has a unique SRB measure µ.

Recall that the domain of f R is the whole interval I . Proposition 2.6 gives that

µ is equivalent to m.

Together with Proposition 1.2, this implies that

B(µ) covers m almost all of I .

Since gcd(R) = 1, Theorem 2.17 gives the exactness of µ and the conclusion on the
decay of correlations in the first item of Theorem 2.26.
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α ≥ 1

By Theorem 2.5, f R has a unique ergodic SRB measure ν which is equivalent to m.
Moreover, dν/dm is bounded from above and below by positive constants. Then,

α ≥ 1
(18)
=⇒ R /∈ L1(m) =⇒ R /∈ L1(ν).

Proposition 2.29

Let M be a compact metric space and m a finite measure on the Borel sets of M.
Assume that f : M → M has an induced map f R : M → M such that

1 ∃ ergodic f R -invariant probability measure ν equivalent to m with R /∈ L1(ν);

2 ∃ x0 ∈ M with f (x0) = x0 and neighbourhoods M = U0 ⊃ U1 ⊃ · · · of x0 such that⋂
n≥0 Un = {x0} and, for all n ≥ 0 and Jn = Un \ Un+1,

f (Jn+1) ⊂ Jn and R|Jn = n + 1.

Then, m almost every x ∈ M belongs in the basin of δx0 .

See Proposition 3.61 in [Alves 2020] for a proof.
The second item of Theorem 2.26 follows from Proposition 2.29 with x0 = 0 and
Un = [0, zn−1], for each n ≥ 1.
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Circle map

1

<latexit sha1_base64="NhzZT1rzLTxRg8hBTrMeK1q1ZAc=">AAACyHicjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3YirCqYtaJEkndaheZFMlFLc+ANude3H+AnFP9C/8M40BbWI3pDkzLn3nJk71419ngrTfCtoU9Mzs3PFeX1hcWl5pbS6Vk+jLPGY7UV+lDRdJ2U+D5ktuPBZM06YE7g+a7i9E5lv3LIk5VF4IfoxawVON+Qd7jmCKNvSKa5LZbNiqjAmgZWD8tGrfhi/DPVaVBriCm1E8JAhAEMIQdiHg5SeS1gwERPXwoC4hBBXeYZ76KTNqIpRhUNsj75dWl3mbEhr6ZkqtUe7+PQmpDSwRZqI6hLCcjdD5TPlLNnfvAfKU56tT3839wqIFbgh9i/duPK/OtmLQAcHqgdOPcWKkd15uUumbkWe3PjSlSCHmDiJ25RPCHtKOb5nQ2lS1bu8W0fl31WlZOXay2szfMhT0oCtn+OcBPWdirVb2Ts3y9VjjKKIDWxim+a5jypOUYNN3hyPeMKzdqbF2p3WH5VqhVyzjm+hPXwC57CSyw==</latexit>

1

<latexit sha1_base64="NhzZT1rzLTxRg8hBTrMeK1q1ZAc=">AAACyHicjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3YirCqYtaJEkndaheZFMlFLc+ANude3H+AnFP9C/8M40BbWI3pDkzLn3nJk71419ngrTfCtoU9Mzs3PFeX1hcWl5pbS6Vk+jLPGY7UV+lDRdJ2U+D5ktuPBZM06YE7g+a7i9E5lv3LIk5VF4IfoxawVON+Qd7jmCKNvSKa5LZbNiqjAmgZWD8tGrfhi/DPVaVBriCm1E8JAhAEMIQdiHg5SeS1gwERPXwoC4hBBXeYZ76KTNqIpRhUNsj75dWl3mbEhr6ZkqtUe7+PQmpDSwRZqI6hLCcjdD5TPlLNnfvAfKU56tT3839wqIFbgh9i/duPK/OtmLQAcHqgdOPcWKkd15uUumbkWe3PjSlSCHmDiJ25RPCHtKOb5nQ2lS1bu8W0fl31WlZOXay2szfMhT0oCtn+OcBPWdirVb2Ts3y9VjjKKIDWxim+a5jypOUYNN3hyPeMKzdqbF2p3WH5VqhVyzjm+hPXwC57CSyw==</latexit>

0

<latexit sha1_base64="rHmut6bi1b3g/lOfAo4lCaJuod4=">AAACx3icjVHLSsNAFD2NrxpfVZdugkVwVRJRdCMW3eiugn1ALZJMp21oXiSTYiku/AG3uvdj/ITiH+hfeGcaQS2iE5KcOfecM3NnnMhzE2GarzltZnZufiG/qC8tr6yuFdY3akmYxoxXWeiFccOxE+65Aa8KV3i8EcXc9h2P153+mazXBzxO3DC4EsOIt3y7G7gdl9lCUqau6zeFolky1TCmgZWB4smLfhw9j/VKWBjjGm2EYEjhgyOAIOzBRkJPExZMRMS1MCIuJuSqOscddPKmpOKksInt07dLs2bGBjSXmYlyM1rFozcmp4Ed8oSkiwnL1QxVT1WyZH/LHqlMubch/Z0syydWoEfsX75P5X99sheBDo5UDy71FClGdseylFSdity58aUrQQkRcRK3qR4TZsr5ec6G8iSqd3m2tqq/KaVk5Zxl2hTvcpd0wdbP65wGtb2StV86uDSL5VNMRh5b2MYu3echyjhHBVXK7uEBj3jSLrRQG2i3E6mWyzyb+Da0+w+neJK2</latexit>

Given α > 0, let

f : S1 → S1 (19)

be a degree d ≥ 2 map of S1 = R/Z so that

(c1) f (0) = 0 and f ′(0) = 1;

(c2) f ′ > 1 on S1 \ {0};
(c3) f is C 2 on S1 \ {0} and

xf ′′(x) ≈ |x |α, for x close to 0.

Theorem 2.30

1 For α < 1, the map f has a unique SRB measure µ. Moreover, µ is exact,
equivalent to m, its basin covers m almost all of S1 and, for every Hölder continuous
ϕ : S1 → R and ψ ∈ L∞(m),

Corµ(ϕ,ψ ◦ f n) . 1/n1/α−1;

2 For α ≥ 1, the Dirac measure at 0 is a physical measure for f and its basin covers m
almost all of S1.

50



Natural partition

z00
I1 Id

z0z1 z01

Let {I1, . . . , Id} be an m mod 0 partition
of S1 into intervals such that, for 1 ≤ i ≤ d

f |Ii : Ii → S1 \ {0} is a diffeomorphism.

Take these intervals in the natural order, with

inf I1 = 0 = sup Id .

Consider
z0 = sup I1, z ′0 inf Id

and (zn)n and (z ′n)n sequences in I1 and Id , respectively, defined for n ≥ 0 as

f (zn+1) = zn and f (z ′n+1) = z ′n.

Set for each n ≥ 1
Jn = (zn, zn−1) and J ′n = (z ′n−1, z

′
n).

Note that
f (Jn+1) = Jn and f (J ′n+1) = J ′n. (20)

Consider the m mod 0 partition of S1

P = {I2, . . . , Id−1} ∪ {Jn, J ′n : n ≥ 1}, (21)

ignoring, of course, the first part of the union above for d = 2.
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Weak Gibbs-Markov induced map

J 0
1J1J2

<latexit sha1_base64="RvSafjXpJNy7GmT3+T6YizYNOdo=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVwVZJS0WXRjbqqYB+gpSTptB2aF5NJsRQX/oBb/TPxD/QvvDOmoBbRCUnOnHvPmbn3urHPE2lZrzljYXFpeSW/Wlhb39jcKm7vNJMoFR5reJEfibbrJMznIWtILn3WjgVzAtdnLXd0puKtMRMJj8JrOYlZJ3AGIe9zz5GKuuxWCt1iySpbepnzwM5ACdmqR8UX3KKHCB5SBGAIIQn7cJDQcwMbFmLiOpgSJwhxHWe4R4G0KWUxynCIHdF3QLubjA1przwTrfboFJ9eQUoTB6SJKE8QVqeZOp5qZ8X+5j3VnupuE/q7mVdArMSQ2L90s8z/6lQtEn2c6Bo41RRrRlXnZS6p7oq6ufmlKkkOMXEK9yguCHtaOeuzqTWJrl311tHxN52pWLX3stwU7+qWNGD75zjnQbNStqvlo6tqqXaajTqPPezjkOZ5jBrOUUeDvId4xBOejQsjMsbG3Weqkcs0u/i2jIcP47eQEA==</latexit>

J 0
2

<latexit sha1_base64="vybRf6oOGbz40l7p29O5brjRNvs=">AAACyHicjVHLTsJAFD3UF+ILdemmkRhdkZZgdEl0Y1hhYoEECWmHASeUtmmnGkLc+ANu9cuMf6B/4Z2xJCoxOk3bM+fec2buvV7ki0Ra1mvOWFhcWl7JrxbW1jc2t4rbO80kTGPGHRb6Ydz23IT7IuCOFNLn7Sjm7tjzecsbnat465bHiQiDKzmJeHfsDgMxEMyVRDn1XuWw0CuWrLKllzkP7AyUkK1GWHzBNfoIwZBiDI4AkrAPFwk9HdiwEBHXxZS4mJDQcY57FEibUhanDJfYEX2HtOtkbEB75ZloNaNTfHpjUpo4IE1IeTFhdZqp46l2Vuxv3lPtqe42ob+XeY2Jlbgh9i/dLPO/OlWLxACnugZBNUWaUdWxzCXVXVE3N79UJckhIk7hPsVjwkwrZ302tSbRtaveujr+pjMVq/Ysy03xrm5JA7Z/jnMeNCtlu1o+vqyWamfZqPPYwz6OaJ4nqOECDTjkLfCIJzwbdSMy7ozJZ6qRyzS7+LaMhw9nLpBB</latexit>

For each 2 ≤ i ≤ d − 1 (if d ≥ 3) and n ≥ 1, set

R|Ii = 1 and R|Jn = R|J′n = n.

Up to m mod 0 sets, we have for all ω ∈ P

f R(ω) ∈
{
S1, I1 ∪ · · · ∪ Id−1, I2 ∪ · · · ∪ Id

}
.

See Lemma 3.64 in [Alves 2020] for a proof of the next lemma.

Lemma 2.31

f R : S1 → S1 is a weak Gibbs-Markov map.

By weak Gibbs-Markov we mean (G2)-(G4) hold and (G1) replaced by

(G′1) there is δ0 > 0 such that the image of every ω ∈ P is a union
of elements in P with m measure ≥ δ0.

The argument used to prove Theorem 2.5 also gives that weak Gibbs-Markov maps also
have absolutely continuous invariant probability measures, but not necessarily unique.

Lemma 2.32

f R : S1 → S1 has a unique SRB measure ν. Moreover, ν is ergodic and dν/dm is
bounded from above and below by positive constants.

See Lemma 3.65 in [Alves 2020] for a proof.
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SRB measure

Moreover, by Lemma 2.27

m{R > n} ≈
∑
k≥n

(
m(Jk) + m(J ′k)

)
≈
∑
k≥n

(
1

k

)1+1/α

≈ n−1/α.

This implies R ∈ L1(m) for 0 < α < 1. Using Proposition 2.1 and Lemma 2.31 we
deduce the existence of an ergodic SRB measure µ for f .

Exercise 2.33

Show that the B(µ) covers m almost all of S1, and so µ is the unique SRB measure for f .

Using f R it is possible to build an induced Gibbs-Markov map f S with gcd(S) = 1 and

m{S > n} . n−1/α.

This will provide us with the expected estimate on the decay of correlations and the
exactness of µ.
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Decay of correlations

Consider functions 0 = τ0 < τ1 < τ2 < · · · , defined inductively for i ≥ 1 by

τi = τi−1 + R ◦ f τi−1 .

Notice that
(f R)i = f τi , for all i ≥ 1.

Now, consider I0 the union of two consecutive intervals in the sequence (Jn)n.
The reason for taking two consecutive intervals is to ensure that the greatest common
divisor of the recurrence times is equal to one. Set for each x ∈ S1

S(x) = min
i≥1

{
τi (x) : f τi (x)(x) ∈ I0

}
.

Proposition 2.34

f S : I0 → I0 is a Gibbs-Markov map and gcd(S) = 1.

See Proposition 3.67 in [Alves 2020] for a proof.
The exactness of µ and the conclusion about the decay of correlations in the first item of
Theorem 2.30 are finally a consequence of Theorem 2.17 together with Proposition 2.34.
The second item of Theorem 2.30 follows from Proposition 2.29.
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Diffeomorphisms
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Young structures

Let M be a Riemannian manifold and f : M → M a diffeomorphism onto its image. We
say that a compact set Λ ⊂ M has a product structure if there exist a family Γs = {γs}
of stable disks and a family Γu = {γu} of unstable disks in M such that

• Λ = (∪γu) ∩ (∪γs);

• dim γu + dim γs = dimM;

• each γs and γu meet in exactly one point;

Given x ∈ Λ, let γ∗(x) denote the element of Γ∗ containing x , for ∗ = s, u.
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Given disks γ, γ′ ∈ Γu, define Θγ,γ′ : γ ∩ Λ→ γ′ ∩ Λ by

Θγ,γ′(x) = γs(x) ∩ γ, (22)

and Θγ : Λ→ γ ∩ Λ by
Θγ(x) = Θγu(x),γ(x). (23)

We say that the hyperbolic product structure is measurable if the maps Θγ,γ′ and Θγ are
measurable, for all γ, γ ∈ Γu.

Λ0 ⊂ Λ is called an s-subset if Λ0 = Γs
0 ∩ Γu for some Γs

0 ⊂ Γs .

Λ0 ⊂ Λ is called a u-subset if Λ0 = Γu
0 ∩ Γs for some Γu

0 ⊂ Γu.
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A set Λ with a measurable product structure for which (Y1)-(Y5)† below hold will be
called a Young structure.

(Y1) Markov: ∃ pairwise disjoint s-subsets Λ1,Λ2, · · · ⊂ Λ such that
I mγ(Λ ∩ γ) > 0 and mγ(Λ \ ∪iΛi ) ∩ γ) = 0 for all γ ∈ Γu ;
I ∀i ≥ 1 ∃Ri ∈ N such that f Ri (Λi ) is a u-subset and, for all x ∈ Λi ,

f Ri (γs(x)) ⊂ γs(f Ri (x)) and f Ri (γu(x)) ⊃ γu(f Ri (x)).

We define the recurrence time R : Λ→ N and the return map f R : Λ→ Λ

R|Λi = Ri and f R |Λi = f Ri .

The separation time for s(x , y) for x , y ∈ Λ is the smallest n ≥ 0 such that (f R)n(x) and
(f R)n(y) lie in distinct Λi ’s.

†Originally in [Young 1998], with improvements in [Alves and Pinheiro 2008] and [Korepanov, Kosloff, and
Melbourne 2019] (the latter based on an oral communication from Gouëzel).
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Let C > 0 and 0 < β < 1 be constants depending only on f and Λ .

(Y2) Contraction on stable disks: for all γ ∈ Γs and x , y ∈ γ
I dist(f R(y), f R(x)) ≤ β dist(x , y);
I dist(f j (y), f j (x)) ≤ C dist(x , y), for all 1 ≤ j < R(x).

(Y3) Expansion on unstable disks: for all γ ∈ Γu, all Λi and x , y ∈ γ ∩ Λi

I dist(x , y) ≤ β dist(f R(y), f R(x));
I dist(f j (y), f j (x)) ≤ C dist(f R(x), f R(y)), for all 1 ≤ j < R(x).

(Y4) Absolute continuity of Γs : for all γ, γ′ ∈ Γu, we have (Θγ,γ′)∗mγ � mγ′ .
Moreover, letting ξγ,γ′ = d(Θγ,γ′)∗mγ/dmγ′ , we have for all x , y ∈ γ′ ∩ Λ

1

C
≤ ξγ,γ′(x) ≤ C and log

ξγ,γ′(x)

ξγ,γ′(y)
≤ Cβs(x,y).

(Y5) Gibbs: for all γ0 ∈ Γu and x , y ∈ γ0 ∩ Λ

log
detDf R |Txγ0

detDf R |Tyγ0
≤ Cβs(f R (x),f R (y)).

The Young structure has integrable recurrence times if for some (hence for all) γ ∈ Γu∫
γ∩Λ

Rdmγ <∞.

In many cases, the unstable disks γ ∈ Γu are totally contained in Λ. In such case, we say
that Λ has a full Young structure.
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SRB measures

Theorem 3.1

The return map f R of a set with a Young structure has a unique ergodic SRB measure ν.
Moreover, the densities of its conditionals with respect to Lebesgue on unstable disks are
bounded above and below by constants.

Similar to Theorem 2.5, controlling the densities of the measures

νn =
1

n

n−1∑
j=0

(f R)j∗mγu , for some γ ∈ Γu.

Theorem 3.2

If f has a Young structure Λ with integrable recurrence times, then f has a unique
ergodic SRB measure with µ(Λ) > 0.

The measure is given by

µ =
1∑∞

j=0 ν{R > j}

∞∑
j=0

f j∗(ν|{R > j}). (24)

Proposition 3.3

If f : M → M has a set Λ with a full Young structure contained in some compact
transitive set Ω ⊂ M, then the support of µ coincides with Ω.

See Section 4 in [Alves 2020] for proofs of the results above.
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Decay of Correlations
Let H be the space of Hölder continuous functions from M to R.

Theorem 3.4 (Young 1998)
Let f have a Young structure Λ with integrable recurrence time R and µ be the unique ergodic
SRB measure of f with µ(Λ) > 0. If gcd(R) = 1, then

1 if mγ{R > n} ≤ Cn−a for some γ ∈ Γu and C > 0, a > 1, then for all ϕ,ψ ∈ H there exists
C ′ > 0 such that Corµ(ϕ,ψ ◦ f n) ≤ C ′n−a+1;

2 if mγ{R > n} ≤ Ce−cna for some γ ∈ Γu and constants C , c > 0 and 0 < a ≤ 1, then for

all ϕ,ψ ∈ H there exists C ′ > 0 such that Corµ(ϕ,ψ ◦ f n) ≤ C ′e−c′na .

Theorem 3.5
Let f have a Young structure Λ with integrable recurrence time R and µ be the unique ergodic
SRB measure of f with µ(Λ) > 0. If gcd(R) = q, then f q has p ≤ q exact invariant probability
measures µ1, . . . , µp with f∗µ1 = µ2, . . . , f∗µp = µ1 and µ = (µ1 + · · ·+ µp)/p. Moreover, for all
1 ≤ i ≤ p,

1 if mγ{R > n} ≤ Cn−a for some γ ∈ Γu , C > 0 and a > 1, then for all ϕ,ψ ∈ Hη there is
C ′ > 0 such that Corµi (ϕ,ψ ◦ f qn) ≤ C ′n−a+1;

2 if mγ{R > n} ≤ Ce−cna for some γ ∈ Γu , C , c > 0 and 0 < a ≤ 1, then given η > 0, there
is c ′ > 0 such that, for all ϕ,ψ ∈ Hη , there is C ′ > 0 for which

Corµi (ϕ,ψ ◦ f qn) ≤ C ′e−c′na .

The proof of Theorem 3.4 will be sketched here using a tower extension. Theorem 3.5 can then
be deduced as in Corollary 2.15; see Section 4.4.4 in [Alves 2020].
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Tower extension
Let f : M → M have a Young structure Λ with recurrence time R : Λ→ N. As before, we
define a tower

∆̂ =
{

(x , `) : x ∈ Λ and 0 ≤ ` < R(x)
}
,

and a tower map T̂ : ∆̂→ ∆̂ as

T̂ (x , `) =

{
(x , `+ 1), if `+ 1 < R(x);
(f R(x), 0), if `+ 1 = R(x).

The `-level of the tower is
∆̂` = {(x , `) ∈ ∆̂}.

The 0-level of the tower ∆̂0 is naturally identified with Λ. We have a partition of ∆̂0 into
subsets ∆̂0,i = Λi . This gives a partition {∆̂`,i}i on each level `. Collecting all these sets
we obtain a partition Q̂ = {∆̂`,i}`,i of ∆̂.
Setting

π : ∆̂ −→ M
(x , `) 7−→ f `(x)

we have f ◦ π = π ◦ T̂ .

Theorem 3.6

T̂ has a unique ergodic SRB measure ν̂. Moreover, µ = π∗ν̂ is the unique ergodic SRB
measure of f with µ(Λ) > 0.

See Theorem 4.11 in [Alves 2020] for a proof.
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Quotient return map

x

fR(x)

⇥�0
� fR(x)

�0

Given γ0 ∈ Γu, define the quotient map of f R

F : γ0 ∩ Λ −→ γ0 ∩ Λ
x 7−→ Θγ0 ◦ f R(x).

Proposition 3.7

F is Gibbs-Markov with respect to the mγ0 mod 0 partition P = {γ0 ∩ Λ1, γ0 ∩ Λ2, . . . }
of γ0 ∩ Λ.

See Proposition 4.2 in [Alves 2020] for a proof. Since f R sends stable disks into stable
disks, by (Y1), it follows that

F ◦Θγ0 = Θγ0 ◦ f
R . (25)

Lemma 3.8

If ν is the SRB measure for f R , then ν0 = (Θγ0 )∗ν is the F -invariant probability measure
such that ν0 � mγ0 .

See Lemma 4.5 in [Alves 2020] for a proof.
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Quotient tower

Consider γ0 ∈ Γu and the quotient map

F : γ0 ∩ Λ→ γ0 ∩ Λ.

Consider the tower map T : ∆→ ∆ of F with recurrence time R.
Notice that for all i ≥ 1

R|γ0∩Λi = R|Λi = Ri .

Since γ0 ∩ Λ ⊂ Λ, it easily follows that for all ` ≥ 0 we have

∆` ⊂ ∆̂` and T = T̂ |∆. (26)

Moreover, from (25) we get T ◦Θ = Θ ◦ T̂ , where

Θ : ∆̂ −→ ∆
(x , `) 7−→ (Θγ0 (x), `) .

(27)

Proposition 3.9

If ν̂ is the ergodic SRB measure of T̂ , then Θ∗ν̂ is the unique ergodic T -invariant
probability measure absolutely continuous with respect to mγ0 .

See Proposition 4.13 in [Alves 2020] for a proof.
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Decay of correlations

We have
π ◦ T̂ = f ◦ π and Θ ◦ T̂ = T ◦Θ.

Given ϕ,ψ ∈ H, set
ψ̂ = ψ ◦ π and ϕ̂ = ϕ ◦ π.

Let

ν̂ be the unique ergodic SRB measure of T̂ ;

µ be the unique ergodic SRB measure of f
such that µ(Λ) > 0;

ν be the unique ergodic T -invariant measure
such that ν � mγ0 .

By Theorem 3.6 and Proposition 3.9, we have

µ = π∗ν̂ and ν = Θ∗ν̂.

∆ ∆

∆̂ ∆̂

M M R.

T

T̂

π

Θ Θ

π
ϕ̂

f ϕ

By Exercise 2.8,

Corµ(ϕ,ψ ◦ f n) = Corν̂(ϕ̂, ψ̂ ◦ T̂ n).

It is enough to obtain estimates for Corν(ϕ̂, ψ̂ ◦ T̂ n). The idea is to reduce to a problem
on the quotient tower T : ∆→ ∆.
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Reducing to the quotient tower
Take an arbitrary n ≥ 1 and k ≈ n/4. Set

Q̂k =
k−1∨
j=0

T̂−jQ̂. (28)

Define the discretisation ϕk : ∆̂→ R of ϕ̂, setting for each Q ∈ Q̂2k

ϕk |Q = inf{ϕ̂ ◦ T̂ k(x) : x ∈ Q}. (29)

Since Q ∈ Q̂2k contains full stable disks, ϕk may also be thought of as a function on ∆.

Proposition 3.10

For all ϕ,ψ ∈ H and 1 ≤ k ≤ n,

Corν̂(ϕ̂, ψ̂ ◦ T̂ n) ≤Corν(ϕk , ψk ◦ T n)

+ 2‖ϕ‖0‖ψ̂ ◦ T̂ k − ψk‖1 + 2‖ψ‖0‖ϕ̂ ◦ T̂ k − ϕk‖1.

Here, ‖ ‖1 denotes the L1-norm with respect to the probability measure ν̂ on ∆̂.
See Proposition 4.16 in [Alves 2020] for a proof.

We are left to control the correlation term and the L1-norms on the right hand side of the
inequality in Proposition 3.10.
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Correlation term

Suppose ϕk 6= 0 and consider ϕ∗k associated with ϕk as in (11). Let λ∗k be the probability
measure on ∆ whose density with respect to ν is ϕ∗k . It follows from Lemma 2.20 that

Corν(ϕk , ψk ◦ T n) ≤ 3‖ϕ‖0‖ψ‖0|T n
∗λ
∗
k − ν|. (30)

Set λk = T 2k
∗ λ
∗
k and φk the density of λk with respect to mγ0 . We have

φk =
dλk

dmγ0

=
dT 2k
∗ λ
∗
k

dmγ0

and
dλ∗k
dmγ0

= ϕ∗kρ, (31)

where ρ = dν/dmγ0 . Since T n
∗λ
∗
k = T n−2k

∗ λk , it follows from (30) that

Corν(ϕk , ψk ◦ T n) ≤ 3‖ϕ‖0‖ψ‖0|T n−2k
∗ λk − ν|. (32)

Proposition 3.11

There is C > 0 such that φk ∈ F+
β (∆) and C+

φk
≤ C , for all k ≥ 1.

See Proposition 4.18 in [Alves 2020] for a proof.
The conclusion of Proposition 3.11 makes it possible to apply Theorem 2.21† to obtain
estimates on the decay of |T n−2k

∗ λk − ν|. Note that k ≈ n/4 =⇒ n − 2k ≈ n/2.

†This is the only place where the assumption gcd(R) = 1 is used.
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L1-norm terms
Set for x ∈ ∆̂ and k ≥ 1

bk (x) = #{1 ≤ j ≤ k : T̂ j (x) ∈ ∆̂0}.
Given x , y ∈ Q ∈ Q̂2k , we have b2k (y) = b2k (x) and, in particular, bk (y) = bk (x).
Taking z ∈ Q such that z ∈ γu(x) ∩ γs(y), we may write

dist(π(T̂ k (x)), π(T̂ k (y))) ≤ dist(π(T̂ k (x)), π(T̂ k (z))) + dist(π(T̂ k (z)), π(T̂ k (y))).

Lemma 3.12
For every ϕ ∈ H there are C > 0 and 0 < σ < 1 such that for all k ≥ 1 and x ∈ ∆̂

|ϕ̂ ◦ T̂ k (x)− ϕk (x)| ≤ C
(
σbk (x) + σbk (T̂ k (x))

)
.

Since bk is constant on stable disks, it follows from Proposition 3.9 and (65) that∫
σbk d ν̂ =

∫
σbk ◦Θd ν̂ =

∫
σbk dΘ∗ν̂ =

∫
σbk dν.

Set Rk =
∑k−1

j=0 R ◦ F j , for each k ≥ 1.

Proposition 3.13
Given 0 < σ < 1, there exists C > 0 such that for all k ≥ 1 we have∫

σbk dν ≤ C
∑
`≥k/3

mγ0{R ≥ `}+ Ck
∑
`≥1

σ`mγ0

{
R` >

k

3

}
.

See Section 4.4.1 in in [Alves 2020] for proofs of these results.
They yield the desired estimates in polynomial and (stretched) exponential cases. 68



Application: Solenoid with intermittency

Now, we consider a diffeomorphism introduced in [Alves and Pinheiro 2008], obtained by
replacing in the solenoid map introduced in (1) the expanding map in the base S1 by a
map with a neutral fixed point. Consider an intermittent circle map

f : S1 → S1

as in (19). Recall that f is C 2 on S1 \ {0} and depends on a parameter α > 0 such that,
for x near 0,

xf ′′(x) ≈ |x |α.

Consider the solid torus M = S1 × D2, where D2 is the unit disk in R2. Let F : M → M
be defined by

F (x , y , z) =

(
f (x),

1

2
cos(2πx) +

1

5
y ,

1

2
sin(2πx) +

1

5
z

)
. (33)

Note that F is a C 1+α diffeomorphism.
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F has a compact attractor

Ω =
⋂
n≥0

F n(M)

It is easily verified that p0 = (0, 5/8, 0) is a fixed point for F , naturally belonging in Ω,
and 1 is an eigenvalue of DF (p0). Therefore, Ω is not a hyperbolic set for F .

Theorem 3.14
1 For α < 1, the map F has a unique ergodic SRB measure µ. Moreover, µ is exact,

the support of µ coincides with Ω, its basin covers m almost all of M and, for all
Hölder continuous ϕ,ψ : M → R,

Corµ(ϕ,ψ ◦ F n) . 1/n1/α−1.

2 For α ≥ 1, the Dirac measure at p0 is a physical measure for F and its basin covers
m almost all of M.

Let π : M → S1 be given by π(x , y , z) = x . Recalling (33), we easily see that

f ◦ π = π ◦ F . (34)
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α ≥ 1
In this case, Theorem 2.30 gives that δ0 is a physical measure for f and its basin B
covers m1 almost all of S1. It follows that π−1(B) has full m measure in M. For each
n ≥ 1 and p ∈ π−1(B), set

µp,n =
1

n

n−1∑
j=0

δF j (p).

The next result gives the second item of Theorem 3.14.

Lemma 3.15

For each p ∈ π−1(B), any weak* accumulation point of (µp,n)n is δp0 .

Proof. Assume that (µp,nk )k converges to a probability measure µ on M. Since the
push-forward π∗ is continuous, we have that π∗µp,nk → π∗µ, when k →∞. Using the
linearity of π∗ and (34), we get

π∗µp,nk =
1

nk

nk−1∑
j=0

π∗δF j (p) =
1

nk

nk−1∑
j=0

δπ(F j (p)) =
1

nk

nk−1∑
j=0

δf j (π(p)).

Since π(p) ∈ B, this last sequence converges to δ0, when k →∞. Therefore, π∗µ = δ0

and so µ is an F -invariant measure with its support contained in the stable disk γs(p0).
Since F is a contraction on γs(p0), with p0 its unique fixed point, it must be µ = δp0 . �
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0 < α < 1

1
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J0J1J2
. . .

Consider an interval I0 ⊂ S1 such that

I0 = Jn0 ∪ Jn0+1

and f S : I0 → I0 the induced Gibbs-Markov map
given by Proposition 2.34. Let Q be partition
of I0 associated with f S . Considering the elements
of Q listed as ω1, ω2, ω3 . . . , set for i ≥ 1

Ωi = {p ∈ Ω: π(p) ∈ ωi} and Si = S(ωi ).

S1

⌦i

!i

Given p ∈ M, define the cone

Ccup =
{

(v1, v2, v3) ∈ TpM : 15v 2
1 ≥ v 2

2 + v 2
3

}
.

Lemma 3.16

For all p ∈ Ω we have DF (p)Ccup ⊂ CcuF (p) and the angle between any two nonzero vectors

in DF (F−n(p))CcuF−n(p) converges to zero as n goes to infinity. Moreover,

1 ‖DF (p)v‖ ≥ ‖v‖/4, for all p ∈ M and v ∈ Ccup ;

2 ‖DF Si (p)v‖ ≥ 5‖v‖/4, for all p ∈ Ωi , v ∈ Ccup and i ≥ 1.

See Lemma 4.29 in [Alves 2020] for a proof.
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Partially hyperbolicity

Corollary 3.17

There is a DF -invariant splitting TΩM = E cu ⊕ E s such that

1 ‖DF (p)v‖ ≤ ‖v‖/5, for all p ∈ Ω and v ∈ E s
p ;

2 ‖DF (p)v‖ ≥ ‖v‖/4, for all p ∈ Ω and v ∈ E cu
p .

See Corollary 4.30 in [Alves 2020] for a proof.
Thus, Ω is a partially hyperbolic set for F . It follows from Theorem IV.1 in [Shub 1987]
that each p ∈ Ω has an embedded centre-unstable C 1 disk W cu

ε (p) such that
TpW

cu
ε (p) = E cu

p and

F (W cu
ε (p)) ∩ Bε(F (p)) ⊂W cu

ε (F (p)), (35)

where Bε(F (p)) denotes the ball of radius ε > 0 around the point F (p) ∈ Ω. In addition,
the disks W cu

ε (p) depend continuously on p ∈ Ω in the C 1 topology. Note that these
centre-unstable disks are not unique, in general.
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Positive Lyapunov exponent

Let ν be the ergodic SRB measure for f provided by Theorem 2.30. Using Bowen’s
argument to lift measures we obtain

Lemma 3.18

There exists an F -invariant Borel probability measure ν̂ on M such that π∗ν̂ = ν.
Moreover, the support of ν̂ coincides with Ω.

See Lemma 4.31 in [Alves 2020] for a proof.

Lemma 3.19

There is a set A ⊂ Ω with ν̂(A) = 1 such that F has a positive Lyapunov exponent in the
direction of E cu

p , for all p ∈ A. Moreover, the local unstable disk γu(p) through p ∈ A is
contained in W cu

ε (p) ∩ Ω and Tpγ
u(p) = E cu

p .

See Lemma 4.32 in [Alves 2020] for a proof. Since the support of µ coincides with Ω,
this lemma provides us with a dense set of points in Ω for which the conclusion holds.
Recall that W cu

ε (p) is the centre-unstable disk through a point p ∈ Ω and satisfies (35).
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Young structure
Now, we introduce a compact set Λ with a Young structure given by continuous families
of C 1 disks Γs and Γu and deduce the first item of Theorem 3.14. We define Γu by mean
of an inductive process that we describe below. First, take n0 sufficiently large so that,
for any p ∈ Ω with π(p) belonging in I0 = Jn0 ∪ Jn0+1, we have

π(W cu
ε (p)) ⊃ I0.

Lemma 3.20

There exists an unstable disk γ0 ⊂ Ω such that π projects γ0 diffeomorphically to I0.

Proof. By Lemma 3.19, there is p0 ∈ Ω s.t. γu(p0) ⊂W cu
ε (p0) ∩ Ω and Tp0γ

u(p0) = E cu
p0

.
Choosing γu(p0) small enough, we may have

Tpγ
u(p0) ⊂ Ccup , for all p ∈ γu(p0). (36)

Hence, π maps γu(p0) diffeomorphically onto its image. In particular, π(γcu(p0)) contains
some open interval in S1. Since f is topologically conjugate to x 7→ dx (mod 1), there is
an interval I ⊂ π(γu(p0)) and n1 ≥ 1 such that f n1 maps I diffeomorphically to I0.
Take γ ⊂ γu(p0) such that π projects γ diffeomorphically to I , and set γ0 = F n1 (γ).
Notice that γ0 is an unstable disk contained in Ω and π(γ0) = I0. It follows from (36)
and Lemma 3.16 that

Tpγ0 ⊂ Ccup , for all p ∈ γ0. (37)

This implies that π projects γ0 diffeomorphically to I0. �
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The set Λ
This disk γ0 given by the previous lemma will be used as the first element of the inductive
construction leading to Γu. For that, we use some properties of f : S1 → S1. Recall that,
by Proposition 2.34, the map f has an induced Gibbs-Markov map f S : I0 → I0.
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Consider the sets (Ωi )i in Ω and the
respective sequence of times (Si )i as in (72).
We define inductively families of unstable
disks Γ0, Γ1, . . . . Set

Γ0 = {γ0} .

Assuming Γn−1 is defined for some n ≥ 1, set

Γn =
⋃
i≥1

{
F Si (Ωi ∩ γn−1) : γn−1 ∈ Γn−1

}
.

Observe that π maps each γn ∈ Γn

diffeomorphically to I0 and γn is the forward
iterate of a subset of γ0. Since the union of all disks in the families Γn with n ≥ 0 is not
necessarily a compact set, we still need to take the accumulation points of that union. Set

Λ =
⋃
n≥0

⋃
γn∈Γn

γn.
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Lemma 3.21

Λ is a union of centre-unstable disks.

Proof. Given any q ∈ Λ, there are n1 < n2 < · · · , disks γnk ∈ Γnk and points qk ∈ γnk
converging to q, when k →∞. As we have seen above, for each k ≥ 1, there are pk ∈ Ω
and a centre-unstable disk W cu

ε (pk) ⊃ γnk . Taking a subsequence, if necessary, we may
assume that (pk)k converges to some point p ∈ Ω. Since the centre-unstable disks
W cu
ε (pk) depend continuously on pk ∈ Ω in the C 1 topology, then the disks γjk converge

in the C 1 topology to a disk γ∞ ⊂W cu
ε (p) containing q, when k →∞. �

We define Γu as the set of all these disks γ∞. Note that

Λ =
⋃
γ∈Γu

γ.

Finally, set

Γs =
{
{x} × D2 : x ∈ S1

}
. (38)
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Proposition 3.22
Λ has a full Young structure with recurrence time S . Moreover, gcd(S) = 1 and
mγ0{S > n} . 1/n1/α.

See Proposition 4.33 in [Alves 2020] for a proof. Using Proposition 3.22, Theorem 3.2
and Theorem 3.4, we obtain an exact SRB measure µ such that, for every Hölder
continuous ϕ,ψ : M → R,

Corµ(ϕ,ψ ◦ F n) . 1/n1/α−1.

Since F is topologically conjugate to the solenoid map, then Ω is a transitive set for F .
By Proposition 3.3, the support of µ coincides with Ω.

Lemma 3.23

m almost every point in M belongs in the basin of µ.

Proof. Proposition 1.2 gives that µ almost every point in M belongs in B(µ). From
Theorem 3.1 and the formula for µ in (24) the density dµγ/dmγ is bounded from below
by some uniform constant, for almost all γ ∈ Γu. Hence, ∃γ0 ∈ Γu such that mγ0 almost
every point in γ0 belongs in B(µ). Since f is topologically conjugate to x 7→ dx (mod 1),
there is n0 ≥ 1 such that f n0 (π(γ0)) = S1. Therefore

π(F n0 (γ0)) = f n0 (π(γ0)) = S1. (39)

Since B(µ) is invariant, mFn0 (γ0) almost every point in the curve F n0 (γ0) belongs in B(µ).
It follows from (39) and the fact that M = S1 × D2 is foliated by stable disks that m
almost every point in M belongs in B(µ). �78



Inducing schemes
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A general framework

Let f : M → M be a map of a finite dimensional Riemannian manifold M, and Σ be a
submanifold of M (possibly equal to M, possibly with a boundary). Consider dist the
distance on Σ and m the Lebesgue measure on the Borel sets of Σ, both induced by the
Riemannian metric. For each n ≥ 0, denote

distn = distf n(Σ) and mn = mf n(Σ),

where distf n(Σ) is the distance in the submanifold f n(Σ) and mf n(Σ) is the Lebesgue
measure on the Borel sets of f n(Σ), both induced by the Riemannian metric on M.
Assume that there exists a disk ∆0 ⊂ Σ with the same dimension of Σ for which
conditions (I1)-(I3) below hold:

(I1) There is a sequence (Hn)n of compact sets in ∆0 such that m0 almost every point
in ∆0 belongs in infinitely many Hn’s.

(I2) There is δ1 > 0 such that every x ∈ Hn has a neighbourhood Vn(x) of x in Σ that f n

maps diffeomorphically to a disk of radius δ1 around f n(x). Moreover, there are
C0, η > 0 and 0 < σ < 1 such that, for all Vn(x) and y , z ∈ Vn(x),

I distn−k (f n−k (y), f n−k (z)) ≤ σk distn(f n(y), f n(z)), for all 1 ≤ k ≤ n.

I log
detDf n|TyΣ

detDf n|TzΣ
≤ C0 distn (f n(y), f n(z))η .
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(I3) There exist L, δ0 > 0 such that, for each x ∈ Hn, there are 0 ≤ ` ≤ L and

ωn,` ⊂ ω̃n,` ⊂ Vn(x),

so that f n+` maps ωn,` (resp. ω̃n,`) diffeomorphically to a disk of radius δ0 (resp.
2δ0). Moreover, there are C1, η > 0 such that, for all ω̃n,` and y , z ∈ f n(ω̃n,`),

I
1

C1
distn+j (f

j (y), f j (z))≤distn+`(f
`(y), f `(z))≤C1dn(y , z), for all 0 ≤ j ≤ `;

I log
detDf `|TyΣ

detDf `|TzΣ
≤ C1 distn+`(f

`(y), f `(z))η .

Note that Vn(x) is a neighbourhood of the point x in Σ, but not necessarily x ∈ ω̃n,`. For
simplicity, we will often denote the sets ωn,` as ω and ω̃n,` as ω̃. In such case, we also set

Vn(ω) = Vn(x) and `ω = `. (40)

In the applications, Vn(x) will be defined using

expanding properties for points in Hn;

transitivity to assure that forward iterates of a part of Vn(x) returns onto
I ∆0 (endomorphisms);
I an unstable disk of a Young structure containing ∆0 (diffeomorphisms).
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In many cases, typical points in ∆0 belong in (Hn)n with

positive frequency: there is 0 < θ ≤ 1 such that for m0 almost every x ∈ ∆0

lim sup
n→∞

1

n
# {1 ≤ j ≤ n : x ∈ Hj} ≥ θ. (41)

strong positive frequency: there is 0 < θ ≤ 1 such that for m0 almost every x ∈ ∆0

lim inf
n→∞

1

n
# {1 ≤ j ≤ n : x ∈ Hj} ≥ θ. (42)

In the latter case, set hθ(x) = min{n0 : # {1 ≤ j ≤ n : x ∈ Hj} > θn, ∀n ≥ n0}.

Theorem 4.1

If (I1)-(I3) hold, then there is an m0 mod 0 partition P of ∆0 into domains ωn,` as in (I3).
Moreover, setting R(x) = n + ` for each x ∈ ωn,` ∈ P,

1 there are C > 0 and an arbitrarily small 0 < β < 1 such that, for all x , y ∈ω∈P,
1 dist0(x , y) ≤ β distR(f R(x), f R(y));
2 distj (f

j (x), f j (y)) ≤ C distR(f R(x), f R(y)), for all 0 ≤ j ≤ R;

3 log
detDf R |TxΣ

detDf R |TyΣ
≤ C distR(f R(x), f R(y))η ;

2 there are S1,S2, · · · ⊂ ∆0 with
∑

n≥1 m0(Sn) <∞ such that, for all n ≥ 1,

Hn ∩ {R > L + n} ⊂ Sn;

3 if typical points belong in (Hn)n with strong positive frequency, then there are
E1,E2, · · · ⊂ ∆0 with m0(En)→ 0 exponentially fast with n such that, for all n ≥ 1,

{R > n + L} ⊂ {hθ > n} ∪ En.
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Inductive construction

Now, we describe an inductive process leading to an m0 mod 0 partition of the disk ∆0

under the assumptions of Theorem 4.1. Our approach is closely related to constructions
performed in [Alves, Dias, and Luzzatto 2013; Alves, Dias, Luzzatto, and Pinheiro 2017;
Alves and Li 2015; Pinheiro 2006], based on ideas from [Gouëzel 2006].

We will define inductively sequences (Pn)n, (∆n)n and (Sn)n, using the objects given by
(I1)-(I3), in such a way that

Pn is the family of elements of the partition constructed at step n;

∆n is the set of points which do not belong to any element of the partition
defined up to time n;

Sn contains points in Hn not taken by elements of Pk ’s constructed until time n.

A key point in our argument is the conclusion of Lemma 4.2 below, which asserts that
every point in Hn either belongs to an element of the partition constructed until that
moment or to an Sn.
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First step
We start our inductive process at time N0, for some large N0. Since HN0 is a compact
set, there is a finite set FN0 ⊂ HN0 such that

HN0 ⊂
⋃

x∈FN0

VN0 (x).

Consider x1, . . . , xjN0
∈ FN0 and, for each 1 ≤ i ≤ jN0 , a set ωN0,`i ⊂ VN0 (xi ) as in (I3),

such that PN0 = {ωN0,`1 , . . . , ωN0,`jN0
} is a maximal family of pairwise disjoint sets

contained in ∆0. For each ωN0,` ∈ PN0 , set

Sn (ω) =
{
y ∈ ω̃N0,` : 0 < distN0+`(f

N0+`(y), f N0+`(ω)) ≤ 2δ1σ
N0

}
.

and for ∆c
0 = Σ \∆0

SN0 (∆c
0) =

{
x ∈ ∆0 : dist(x , ∂∆0) < 2δ1σ

N0

}
. �0

Finally, set

SN0 =
⋃

ω∈PN0

SN0 (ω) ∪ SN0 (∆c
0)

and
∆N0 = ∆0 \

⋃
ω∈PN0

ω.

For
definiteness, set ∆n = Sn = ∆0 for each 1 ≤ n < N0. 84



General step

Given n > N0, assume that Pk , ∆k and Sk have already been defined for all k with
N0 ≤ k ≤ n − 1. Let Fn be a finite subset of the compact set Hn such that

Hn ⊂
⋃
x∈Fn

Vn(x). (43)

Consider x1, . . . , xjn ∈ Fn and, for each 1 ≤ i ≤ jn, a domain ωn,`i ⊂ Vn(xi ) as in (I3) for
which Pn =

{
ωn,`1 , . . . , ωn,`jn

}
is a maximal family of pairwise disjoint sets contained

in ∆n−1, such that for each 1 ≤ i ≤ jn

ωn,`i ∩

 n−1⋃
k=N0

⋃
ω∈Pk

ω

 = ∅. (44)

The sets in Pn are the elements of the partition P obtained in the n-th step of the
construction. Set

∆n = ∆0 \
n⋃

k=N0

⋃
ω∈Pk

ω. (45)
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Given ωk,` ∈ Pk , for some N0 ≤ k ≤ n, set

Sn (ω) =
{
y ∈ ω̃ : 0 < distk+`(f

k+`(y), f k+`(ω)) ≤ 2δ1σ
n−k
}
. (46)

Set also
Sn (∆c

0) = {x ∈ ∆0 : dist(x , ∂∆0) < δ1σ
n} .

and

Sn =
n⋃

k=N0

⋃
ω∈Pk

Sn(ω) ∪ Sn(∆c
0).

Finally, set

P =
⋃

n≥N0

Pn

By construction, the elements in P are pairwise disjoint and contained in ∆0.
However, there is still no evidence that the union of these elements covers a full m0

measure subset of ∆0.
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Metric estimates

Lemma 4.2

Hn ∩∆n ⊂ Sn for all n.

Lemma 4.3

There exists C > 0 such that for all n ≥ k ≥ N0 and ω ∈ Pk we have

m0 (Sn(ω)) ≤ Cσn−km0(ω).

Lemma 4.4
∞∑

n=N0

m0 (Sn) <∞.

Corollary 4.5

P is an m0 mod 0 partition of ∆0.

See Section 5.2 in [Alves 2020] for proofs of these results.
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Recurrence times

We have constructed an m mod 0 partition P =
⋃

n≥N0
Pn of the disk ∆0, where each

element of Pn is a domain ωn,` related to some point in Hn as in (I3). Set

R(x) = n + ` (47)

for each n ≥ N0 and x ∈ ωn,` ∈ Pn. For all n ≥ N0, we have

Hn ∩ {R > n + L} ⊂ Sn. (48)

Indeed, if R(x) > n + L for some x ∈ Hn, then by (47) we necessarily have x ∈ ∆n, since
` ≤ L. It follows from Proposition 4.2 that x ∈ Sn, and therefore (48) holds. Finally,

the conclusions of first item of Theorem 4.1 follow from the conditions in (I2)
and (I3), provided N0 is sufficiently large;

the second item of Theorem 4.1 is given by Lemma 4.4 and (48);

for a proof of the third item, see Subsection 5.3.2 in [Alves 2020].
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Integrability of the recurrence times

Theorem 4.1 will be useful to build

(a) Gibbs-Markov maps: we choose each ω ∈ P in such a way that f R(ω) = ∆0 for all
ω ∈ P, thus obtaining from Theorem 4.1 that f R : ∆0 → ∆0 is a Gibbs-Markov map.

(b) Young structures: we take the set ∆0 in a family of unstable disks Γu and each
f R(ω) an unstable disk in Γu. Then, using a quotient map as in (63) with
domain ∆0, we have again a Gibbs-Markov map F : ∆0 → ∆0.

Set for each k ≥ 1

Rk =
k−1∑
j=0

R ◦ F j and R0 = 0.

We say that a sequence (H∗n )n of sets in ∆0 is F -concatenated in (Hn)n if

x ∈ H∗n =⇒ F i (x) ∈ Hn−Ri , (49)

whenever Ri (x) ≤ n < Ri+1(x), for some i ≥ 0.†

†In case (a), we will actually take H∗n = Hn, for all n ≥ 1. The possibility of having this new sequence
(H∗n )n will be particularly useful in case (b).
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Proposition 4.6

Let F : ∆0 → ∆0 be a Gibbs-Markov map with respect to a partition P and R : ∆0 → N
constant in the elements of P. Assume that there exist

1 a sequence (H∗n )n such that typical points in ∆0 belong in (H∗n )n with positive
frequency and (H∗n )n is F -concatenated in (Hn)n;

2 a sequence (Sn)n such that
∑

n m0(Sn) <∞ and L ∈ N such that
Hn ∩ {R > n + L} ⊂ Sn, for all n.

Then R is integrable with respect to m0.

Proof. Consider the ergodic F -invariant probability measure ν � m0 given by
Theorem 2.5. Since dν/dm0 is bounded above and below by positive constants, it is
enough to check the integrability of R with respect to ν. Assume by contradiction that
R /∈ L1(ν). Since R is a positive function, it follows from Birkhoff Ergodic Theorem that

lim
k→∞

1

k

k−1∑
i=0

R(F i (x))→
∫

Rdν =∞, (50)

for ν almost every x ∈ ∆0. Since
∑

n m0(Sn) <∞, it follows from Borel-Cantelli Lemma
that ν almost every x ∈ ∆0 belongs in only a finite number of sets Sn.
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Set for x ∈ ∆0

s(x) = # {n ≥ 1 : x ∈ Sn} .

Using that dν/dm0 is bounded above by a positive constant and Birkhoff Ergodic
Theorem, we have for ν almost every x ∈ ∆0

1

k

k−1∑
i=0

s(F i (x))→
∫

sdν =
∑
n

ν(Sn) <∞. (51)

Exercise 4.7

Show that

(H∗n )n is F -concatenated in (Hn)n =⇒ #
{
Ri ≤ j < Ri+1 : x ∈ H∗j

}
≤ 1 + s(F i (x)).

Given n ≥ 1, set r(n) = min{Ri : Ri > n}. For each n ≥ 1, we have

#{1 ≤ j ≤ n : x ∈ H∗j } ≤
r(n)∑
i=0

(1 + s(F i (x))) ≤ r(n) +

r(n)∑
i=0

s(F i (x)).
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Therefore,

1

n
#
{
j ≤ n : x ∈ H∗j

}
≤ r(n)

n

1 +
1

r(n)

r(n)∑
i=0

s(F i (x))

 . (52)

Observe that if r(n) = k, then by definition we have Rk−1 ≤ n < Rk . Hence,

Rk−1

k
≤ n

r(n)
<

Rk

k
=

Rk

k + 1

(
1 +

1

k

)
,

which together with (50) gives

lim
n→∞

n

r(n)
= lim

k→∞

Rk

k
= lim

k→∞

1

k

k−1∑
i=0

R(F i (x)) =∞. (53)

It follows from (51), (52) and (53) that

lim
n→∞

1

n
#
{

1 ≤ j ≤ n : x ∈ H∗j
}

= lim
n→∞

r(n)

n
= 0,

which clearly contradicts the fact that (H∗n )n is a frequent sequence.
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Nondegenerate sets

Consider f : M → M a C 1+η local diffeomorphism out of a set C ⊂ M, possibly C = ∅.
In practice, C can be a set of points where the derivative of f is not an isomorphism
(critical set), a set of points where the derivative simply does not exist (singular set), or
even the boundary of M. We say that C is a nondegenerate set if m(C) = 0 and
(C1)-(C3) hold:

(C1) If A is Borel set, then f (A) and f −1(A) are both Borel sets and

m(A) = 0 =⇒ m(f −1(A)) = 0 and m(f (A)) = 0.

We also assume that there exist K , α > 0 such that

(C2) ‖Df (x)‖ ≤ K dist(x , C)−α, for every x ∈ M \ C;

(C3) for every x , y ∈ M \ C with dist(y , x) < dist(x , C)/2 we have∣∣∣log ‖Df (x)−1‖ − log ‖Df (y)−1‖
∣∣∣ ≤ K

dist(x , C)α
dist(x , y)η;

|log | detDf (x)| − log | detDf (y)|| ≤ K

dist(x , C)α
dist(x , y)η.
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Nonuniform expansion and slow recurrence

We say that f is nonuniformly expanding (NUE) on H if there exists λ > 0 such that, for
some choice of a Riemannian metric on M and all x ∈ H,

lim inf
n→∞

1

n

n−1∑
j=0

log ‖Df (f j(x))
−1‖ < −λ. (54)

We say that f has slow recurrence to C (SRC) on H if, for every ε > 0, there is r > 0
such that for all x ∈ H

lim sup
n→+∞

1

n

n−1∑
j=0

− log distr (f
j(x), C) < ε, (55)

with distr (x , C) is the truncated distance, defined for x ∈ M \ C as

distr (x , C) =

{
1, if dist(x , C) ≥ r ;

dist(x , C), otherwise.
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Hyperbolic times
Let f : M → M be a C 1+η local diffeomorphism out of a nondegenerate set C ⊂ M. Fix
b > 0 small, only depending on the constants in the definition of a nondegenerate set.
Given σ ∈ (0, 1) and r > 0, we say that n is a (σ, r)-hyperbolic time for x ∈ M if

n−1∏
j=k

‖Df (f j(x))−1‖ ≤ σn−k and distr (f
k(x), C) ≥ σb(n−k), ∀0 ≤ k < n.

Proposition 4.8 (Alves, Bonatti, and Viana 2000)

Let f : M → M be a C 1+η local diffeomorphism out of a nondegenerate set C.
Given λ > 0, there exist (ε1, r1), (ε2, r2) and θ > 0 such that if, for x ∈ M and i = 1, 2,

1

n

n−1∑
j=0

log ‖Df (f j(x))−1‖ < −λ and
1

n

n−1∑
j=0

− log distri (f
j(x), C) < εi ,

then x has (e−λ/4, r2)-hyperbolic times 1 ≤ n1 < · · · < n` ≤ n with ` ≥ θn.

See Proposition 6.3 in [Alves 2020] for a proof, which is based on the next result.

Lemma 4.9 (Pliss)

Let 0 < c ≤ A and a1, . . . , an ≤ A be such
∑n

j=1 aj ≥ cn. There are ` ≥ cn/A and

1 ≤ n1 < · · · < n` ≤ n such that
∑ni

j=k aj ≥ 0, for all 1 ≤ k ≤ ni and 1 ≤ i ≤ `.
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Proposition 4.10 (Alves, Bonatti, and Viana 2000)

Let f : M → M be a C 1+η local diffeomorphism out of a nondegenerate set C. Given
σ ∈ (0, 1) and r > 0, there exists δ1 > 0 such that for all x ∈ M with a (σ, r)-hyperbolic
time n there is a neighbourhood Vn(x) of x such that

1 f n maps Vn(x) diffeomorphically to Bδ1 (f n(x));

2 for all y , z ∈ Vn(x),

1 dist(f n−k (y), f n−k (z)) ≤ σk/2 dist(f n(y), f n(z)), for all 1 ≤ k ≤ n;

2 log
| detDf n(y)|
| detDf n(z)|

≤ C dist (f n(y), f n(z))η .

See Proposition 6.6 in [Alves 2020] for a proof.

Theorem 4.11

Let f : M → M be a C 1+η local diffeomorphism out of a nondegenerate set C.
If f is NUE and has SRC on H ⊂ M with m(H) > 0, then there are transitive invariant
sets Ω1, . . . ,Ω` ⊂ M such that, for m almost every x ∈ H, there is 1 ≤ j ≤ ` such that
ω(x) = Ωj . Moreover, for each 1 ≤ j ≤ `, there is a ball Σj ⊂ Ωj such that f is NUE and
has SRC on m almost all of Σj .

The proof uses ideas from [Pinheiro 2011]. See Theorem 6.9 in [Alves 2020].
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Transitive sets

Let Ω be a transitive set and Σ ⊂ Ω a ball as in the previous theorem.
Consider H ⊂ Σ with m(H) = m(Σ) such that f is NUE and has SRC on H.
By Proposition 4.8 there are σ, r > 0 such that every point in H has infinitely many
(σ, r)-hyperbolic times. Setting for n ≥ 1

Hn = {x ∈ H : n is a (σ, r)-hyperbolic time for x} , (56)

Proposition 4.8 also gives θ > 0 such that for all x ∈ H

lim sup
n→∞

1

n
# {1 ≤ j ≤ n : x ∈ Hj} ≥ θ, (57)

In particular, m almost every point in Σ belongs in infinitely many Hn’s, thus ensuring the
validity of (I1) in any ball ∆0 ⊂ Σ. Taking the sets Vn(x) and the constant δ1 > 0 as in
Proposition 4.10 we obtain (I2). Assuming Ω a transitive set, we find L > 0, a ball
∆0 ⊂ Σ and sets

ωn,` ⊂ ω̃n,` ⊂ Vn(x), with ` ≤ L

as in (I3) for which f n+`(ωn,`) = ∆0.
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Gibbs-Markov structure and SRB measure
Setting R|ωn,` = n + ` as in (47), we obtain a Gibbs-Markov map

f R : ∆0 → ∆0

By the definition of hyperbolic time, for all 0 ≤ j < n

x ∈ Hn =⇒ f j(x) ∈ Hn−j , (58)

and so (Hn)n is f R -concatenated in (Hn)n. Moreover, (57) implies that typical points in
∆0 have positive frequency in (Hn)n. Using Theorem 4.1 and Proposition 4.6, we obtain:

Theorem 4.12

Let f : M → M be a C 1+η local diffeomorphism out of a nondegenerate set C and
Ω ⊂ M a transitive set. If f is NUE and has SRC for m almost every point in a ball
Σ ⊂ Ω, then f has a Gibbs-Markov induced map with integrable recurrence times defined
on some ball ∆0 ⊂ Σ.

A first version of this result was proved in [Pinheiro 2006] under global assumptions of
NUE and has SRC . See Theorem 6.13 in [Alves 2020] for details.

Corollary 4.13

Let f : M → M be a C 1+η local diffeomorphism out of a nondegenerate set C and
Ω ⊂ M a transitive set. If f is NUE and has SRC on H ⊂ Ω with m(H) > 0, then f has a
unique ergodic SRB measure µ whose support coincides with Ω.

For the decay of correlations we need a stronger version of the nonuniform expansion. 98



Strong nonuniform expansion

Let f : M → M be a local diffeomorphism out of a nondegenerate set C ⊂ M. We say
that f is strongly nonuniformly expanding (SNUE) on H ⊂ M, if there exists λ > 0 such
that, for all x ∈ H,

lim sup
n→∞

1

n

n−1∑
i=0

log ‖Df (f i (x))
−1‖ < −λ. (59)

Clearly SNUE =⇒ NUE. Fixing λ > 0 as in (59), we may define for each x ∈ H

E(x) = min

{
N ≥ 1 :

1

n

n−1∑
i=0

log ‖Df (f i (x))
−1‖ < −λ, ∀n ≥ N

}
.

Suppose, in addition, that f has SRC on H. Considering (ε1, r1), (ε2, r2) as in
Proposition 4.8, we may also define for x ∈ H and i = 1, 2

Ri (x) = min

{
N ≥ 1 :

1

n

n−1∑
j=0

− log distri (f
j(x), C) < εi , ∀n ≥ N

}
.

Set for each x ∈ H
hH(x) = max {E(x),R1(x),R2(x)} . (60)

Obviously, hH(x) = E(x) when C = ∅, that is, when f : M → M is a local diffeomorphism.
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The Gibbs-Markov map f R : ∆0 → ∆0 of the next result was obtained in Theorem 4.12,
under the weaker assumption of NUE.

Theorem 4.14

Let f : M → M be a C 1+η local diffeomorphism out of a nondegenerate set C and
Ω ⊂ M a transitive set. If Σ ⊂ Ω is a ball such that f is SNUE and has SRC on H ⊂ Σ
with m(H) = m(Σ), then there are L > 0 and a Gibbs-Markov induced map f R defined
on a ball ∆0 ⊂ Σ such that {R > n + L} ⊂ {hH > n} ∪ En, for some sequence of sets
(En)n in ∆0 with m(En)→ 0 exponentially fast, as n→∞.

Taking 0 < θ ≤ 1 as in Proposition 4.8, it follows from the definition of hH that, for all
x ∈ H and n ≥ hH(x), there are ` ≥ θn and (σ, r)-hyperbolic times
1 ≤ n1 < · · · < n` ≤ n for x , with σ = e−λ/4 and r = r2. For each n ≥ 1, set

Hn = {x ∈ H : n is a (σ, r)-hyperbolic time for x} .

Clearly,

n ≥ hH(x) =⇒ 1

n
# {1 ≤ j ≤ n : x ∈ Hj} ≥ θ,

and so typical points in ∆0 has strong positive frequency in (Hn)n. Thus, hθ as in (42)
can be defined and, moreover, hθ ≤ hH . By the third item of Theorem 4.1, we have

{R > n + L} ⊂ {hθ > n} ∪ En,

for a sequence (En)n of sets in ∆0 such that m(En) decays exponentially fast with n.
Since {hθ > n} ⊂ {hH > n}, we are done.
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Corollary 4.15

Let f : M → M be a C 1+η local diffeomorphism out of a nondegenerate set C and
Ω ⊂ M is a transitive set. If Σ ⊂ Ω is a ball such that f is SNUE and has SRC on H ⊂ Σ
with m(H) = m(Σ), then there is a Gibbs-Markov induced map f R defined on a
ball ∆0 ⊂ Σ such that

1 if m{hH > n} ≤ Cn−a for some C > 0 and a > 1, then there is C ′ > 0 such that
m{R > n} ≤ C ′n−a;

2 if m{hH > n} ≤ Ce−cna for some C , c > 0 and a > 1, then there are C ′, c ′ > 0 such

that m{R > n} ≤ C ′e−c′na .

By the previous theorem, there are L > 0 and a Gibbs-Markov induced map f R defined
on a ball ∆0 ⊂ Σ ⊂ Ω for which

{R > n + L} ⊂ {hH > n} ∪ En, (61)

where (En)n is a sequence of sets in ∆0 such that m(En)→ 0 exponentially fast with n.
Since we consider {hH > n} decaying no faster than exponential, it follows from (61)
that m{R > n} decays (at least) at the same speed of m{hH > n}.
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Decay of correlations

Let H be the space of Hölder continuous functions defined on M. Under the assumptions
of the next results, the existence of a unique ergodic SRB measure µ whose support
coincides with Ω has already been obtained in Theorem 4.13. Actually, under the weaker
assumption of NUE.

Corollary 4.16

Let f : M → M be a C 1+η local diffeomorphism out of a nondegenerate set C and Ω ⊂ M
an transitive set containing a ball Σ such that f is SNUE and has SRC on a set H ⊂ Σ
with full m measure in Σ. If µ is the unique ergodic SRB measure for f whose support
coincides with Ω, then there are 1 ≤ p ≤ q and exact SRB measures µ1, . . . , µp for f q

with f∗µ1 = µ2,. . . , f∗µp = µ1 and µ = (µ1 + · · ·+ µp)/p such that, for all 1 ≤ i ≤ p,

1 if m{hH > n} ≤ Cn−a for some C > 0 and a > 1, for all ϕ ∈ H and ψ ∈ L∞(m),
there is C ′ > 0 such that Corµi (ϕ,ψ ◦ f

qn) ≤ C ′n−a+1;

2 if m{hH > n} ≤ Ce−cna for some C , c > 0 and a > 1, given ρ > 0, there is c ′ > 0
such that, for all ϕ ∈ H and ψ ∈ L∞(m), there is C ′ > 0 such that

Corµi (ϕ,ψ ◦ f
qn) ≤ C ′e−c′na .

Under assumptions of topologically mixing or ergodicity of the powers of f , we may
deduce p = q = 1. See Section 6.5 in [Alves 2020].
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Viana maps

Let a0 ∈ (1, 2) be such that x = 0 is pre-periodic for Q(x) = a0 − x2. Let S1 = R/Z and
b : S1 → R be a Morse function, e.g. b(s) = sin(2πs). For small α > 0, define

f̂ : S1 × R, −→ S1 × R
(s, x) 7−→

(
ĝ(s), q̂(s, x)

)
,

where ĝ : S1 → S1 is given by ĝ(s) = ds (mod 1), for some d ≥ 16†, and

q̂(s, x) = a(s)− x2 with a(s) = a0 + αb(s).

It is easily verified that, for any small α > 0, there exists an interval I ⊂ (−2, 2) for which

f̂ (S1 × I ) ⊂ int(S1 × I ).

This implies that any f sufficiently close to f̂ in the C 0 topology still has S1 × I as a
forward invariant region. Consider the attractor

Ωf =
⋂
n≥0

f n(S1 × I ).

We define the family V of Viana maps as the set of C 3 maps in a sufficiently small
neighbourhood of f̂ : S1 × I → S1 × I in the C 2 topology.

†This has been weakened to d ≥ 2 in [Buzzi, Sester, and Tsujii 2003], but only for open sets of maps in the
C∞ topology.
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Theorem 4.17

For every f ∈ V, there is a set H with full m measure on S1 × I such that f is SNUE and
has SRCf on H. Moreover, there are C , c > 0 such that m{hH > n} ≤ Ce−c

√
n and f is

topologically mixing on Ωf .

The strong nonuniform expansion and the measure estimate for {hH > n} have
essentially been obtained in [Viana 1997]†; see also [Alves and Araújo 2003]. The fact
that Viana maps are locally eventually onto on the attractor was proved in [Alves and
Viana 2002] using previous estimates from [Alves 2000].

Corollary 4.18

Each f ∈ V has a unique ergodic SRB measure µ whose basin covers m almost all
of S1 × I . Moreover, given η > 0, there exists c > 0 such that, for all ϕ ∈ Hη and

ψ ∈ L∞(m), there is C > 0 for which Corµ(ϕ,ψ ◦ f n) ≤ Ce−c
√
n.

The existence of an ergodic SRB measure and the stretched exponential decay of
correlations with respect to this SRB measure have been obtained in [Alves 2000]
and [Gouëzel 2006], respectively. The uniqueness of the SRB measure and the continuity
of its density in the L1-norm with the map f ∈ V (statistical stability) was obtained
in [Alves and Viana 2002].

†It remains an interesting open question to know whether the estimate for {hH > n} is optimal or just a
limitation of the method used in [Viana 1997].
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Partial hyperbolicity
We say that a forward invariant compact set K ⊂ M for f ∈ Diff1(M) has a dominated
splitting if there are a Df -invariant decomposition TKM = E cs ⊕ E cu and 0 < λ < 1 such
that, for some choice of a Riemannian metric on M,

‖Df |E cs
x ‖ · ‖Df −1|E cu

f (x)‖ ≤ λ, for all x ∈ K .

We say that E cs is uniformly contracting if

‖Df |E cs
x ‖ ≤ λ, for all x ∈ K ,

and E cu is uniformly expanding if

‖Df −1|E cu
f (x)‖ ≤ λ, for all x ∈ K .

If E cs (resp. E cu) is uniformly contracting (resp. expanding), we simply denote it by E s

(resp. E u). We say that K ⊂ M is partially hyperbolic if it has dominated splitting
TKM = E cs ⊕ E cu for which

E cs is uniformly contracting or E cu is uniformly expanding.

We say that Ω ⊂ M is an attractor if there exists some compact neigbourhood U of K
such that f (U) ⊂ intU and

Ω =
⋂
n≥1

f n(U).
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Case E s ⊕ E cu

Let K ⊂ M have a dominated splitting TKM = E cs ⊕ E cu. We say that f is nonuniformly
expanding along E cu (NUEcu) on a set H ⊂ K if there exists c > 0 such that

lim inf
n→+∞

1

n

n∑
j=1

log ‖Df −1|E cu
f j (x)‖ < −c, for all x ∈ H. (62)

Given σ < 1, we say that n is a σ-hyperbolic time for x ∈ K if

n∏
j=n−k+1

‖Df −1|E cu
f j (x)‖ ≤ σ

k , for all 1 ≤ k ≤ n. (63)

The next result is an easy consequence of Pliss Lemma.

Lemma 4.19

Given c > 0, there exists θ > 0 such that if for x ∈ K we have

1

n

n∑
j=1

log ‖Df −1|E cu
f j (x)‖ < −c,

then x has e−c/2-hyperbolic times 1 ≤ n1 < · · · < n` ≤ n with ` ≥ θn.
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By the continuity of Df , we may fix δ1 > 0 sufficiently small such that, for all x ∈ K ,

‖Df −1(f (y))v‖ ≤ σ−1/4‖Df −1|E cu
f (x)‖ ‖v‖, (64)

whenever dist(x , y) ≤ δ1 and v ∈ C cu
a (y).

Proposition 4.20 (Alves, Bonatti, and Viana 2000)

Given a cu-disk D, there exist C , ζ > 0 such that for all x ∈ K ∩ D with a
σ3/4-hyperbolic time n there exists a neighbourhood Vn(x) of x in D such that

1 f n maps Vn(x) to a cu-disk of radius δ1 around f n(x);

2 n is a σ1/2-hyperbolic time for all y ∈ Vn(x);
3 for all y , z ∈ Vn(x) we have

1 distf n−k (D)(f n−k (y), f n−k (z))≤σk/2 distf n(D)(f n(y), f n(z)), for all 1 ≤ k ≤ n;

2 log
detDf n|TyD

detDf n|TzD
≤ C distf n(D) (f n(y), f n(z))ζ .

See Proposition 7.3 in [Alves 2020] for a proof.

Theorem 4.21 (Alves, Dias, Luzzatto, and Pinheiro 2017)

Let f ∈ Diff1+η(M) and K ⊂ M be such that f (K) ⊂ K and TKM = E s ⊕ E cu. If f is
NUEcu on H ⊂ K with m(H) > 0, then there are transitive sets Ω1, . . . ,Ω` ⊂ K such
that, for m almost every x ∈ H, there is 1 ≤ j ≤ ` for which ω(x) = Ωj . Moreover, each
Ωj contains a cu-disk Σj such that f is NUEcu for mΣj almost every point in Σj .

See Theorem 7.9 in [Alves 2020] for a proof. 107



Young structure
Let Ω be a transitive set and Σ ⊂ Ω a cu-disk as in the previous theorem. Consider
H ⊂ Σ with full mΣ measure such that f is NUEcu on H. By Lemma 4.19, there are
0 < σ < 1 and θ > 0 such that, for every x ∈ H,

lim sup
n→∞

1

n
# {1 ≤ j ≤ n : j is a σ-hyperbolic time for x} ≥ θ. (65)

Set for each n ≥ 1

Hn =
{
x ∈ H : n is a σ3/4-hyperbolic time for x

}
. (66)

From the definition of hyperbolic time,

x ∈ Hn =⇒ f j(x) ∈ Hn−j , for all 0 ≤ j < n. (67)

Since σ-hyperbolic time =⇒ σ3/4-hyperbolic time, it follows from (65) that mΣ almost
every point in Σ belongs in infinitely many Hn’s. Moreover, by Proposition 4.20, each
x ∈ Hn has a neighbourhood Vn(x) in Σ that grows to a disk of radius δ1 in n iterates. A
priori, we do not know where this image disk is located. Using the transitivity in Ω we
bring it close to Σ in a finite number of iterates.

Theorem 4.22 (Alves, Dias, Luzzatto, and Pinheiro 2017)

Let f ∈ Diff1+η(M) and Ω ⊂ M be a transitive set with TΩM = E s ⊕ E cu. If there is a
cu-disk Σ ⊂ Ω such that f is NUEcu for mΣ almost every point in Σ, then f has a set
Λ ⊂ Ω with a full Young structure and integrable recurrence times.
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Integrability of recurrence times

x

fR(x)

�0

F (x)

Let F : ∆0 → ∆0 be the Gibbs-Markov quotient map
associated with the Young structure. To apply
Proposition 4.6, we need that typical points in ∆0 have
positive frequency in a sequence (H∗n )n that is F -concatenated
in (Hn)n; recall (49) and (41). Set for each n ≥ 1

H∗n = {x ∈ ∆0 : n is a σ-hyperbolic time for x} .
It follows from (65) that, for m∆0 almost every x ∈ ∆0, we have

lim sup
n→∞

1

n
#
{

1 ≤ j ≤ n : x ∈ H∗j
}
≥ θ.

Thus, (H∗n )n is a frequent sequence of sets in ∆0. Choosing ε� δ1, from (64) and (67)

x ∈ H∗n , y ∈ γs
ε(f j(x)) =⇒ y ∈ Hn−j , for all 0 ≤ j < n;

recall that Hn is the set of points x such that n is a σ3/4-hyperbolic time for x .

Theorem 4.23

Let f ∈ Diff1+η(M) and Ω ⊂ M be a transitive set with TΩM = E s ⊕ E cu. If Ω contains
some cu-disk Σ such that f is NUEcu on a subset of Σ with positive mΣ measure, then f
has a unique ergodic SRB measure µ whose support coincides with Ω.

See Theorem 6.17 in [Alves 2020] for a proof. A first version of this result was obtained
in [Alves, Bonatti, and Viana 2000] under the stronger version of NUEcu.
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Decay of correlations
We say that f is strongly nonuniformly expanding along E cu (SNUEcu) on H ⊂ K if

∃c > 0 : lim sup
n→+∞

1

n

n∑
j=1

log ‖Df −1|E cu
f j (x)‖ < −c, for all x ∈ H.

Clearly, SNUEcu =⇒ NUEcu. Fixing c > 0 as above, set for each x ∈ H

hH(x) = min

{
N ≥ 1 :

1

n

n−1∑
i=0

log ‖Df −1|E cu
f j (x)‖ < −c, ∀n ≥ N

}
.

Theorem 4.24 (Alves and Li 2015)

Let f ∈ Diff1+η(M) and Ω ⊂ M be a transitive set with TΩM = E s ⊕ E cu for which there
is a cu-disk Σ ⊂ Ω such that f is SNUEcu on H ⊂ Σ with mΣ(H) = mΣ(Σ). If µ is the
unique ergodic SRB measure for f with supp(µ) = Ω, then there are 1 ≤ p ≤ q and
exact SRB measures µ1, . . . , µp for f q with f∗µ1 = µ2,. . . , f∗µp = µ1 and
µ = (µ1 + · · ·+ µp)/p such that, for all 1 ≤ i ≤ p,

1 if mΣ{hH > n} ≤ Cn−a for some C > 0 and a > 1, then for all ϕ,ψ ∈ Hη there is
C ′ > 0 such that Corµi (ϕ,ψ ◦ f

qn) ≤ C ′n−a+1;

2 if mΣ{hH > n} ≤ Ce−bna for some C , c > 0 and 0 < a ≤ 1, then given η > 0, there
is c ′ > 0 such that, for all ϕ,ψ ∈ Hη, there is C ′ > 0 for which

Corµi (ϕ,ψ ◦ f
qn) ≤ C ′e−c′na .

Under assumptions of topologically mixing or ergodicity of the powers of f , we may
deduce p = q = 1. See Section 6.5 in [Alves 2020]. 110



Case E cs ⊕ Eu: SRB measures

Theorem 4.25 (Pesin and Sinai 1982)

Let f ∈ Diff1+η(M) and Ω ⊂ M be an attractor such that TΩM = E cs ⊕ E u. Then there
are ergodic SRB measures with support contained in Ω.

To prove that the SRB measures are physical measures, some contraction in the E cs

direction is needed. Giving a point x ∈ A, consider its largest Lyapunov exponent in the
E cs direction:

λc
+(x) = lim sup

n→∞

1

n
log ‖Df n|E cs

x ‖.

We say that E cs is mostly contracting if for any unstable manifold γu we have λc
+(x) < 0

for a positive mγu measure set of points x ∈ γu.

Theorem 4.26 (Bonatti and Viana 2000)

Let f ∈ Diff1+η(M) and Ω ⊂ M be an attractor with TΩM = E cs ⊕ E u with E cs mostly
contracting. Then there are ergodic SRB measures µ1, ..., µ` supported on Ω such that
for m almost every x with ω(x) ⊂ Ω we have x ∈ B(µj) for some 1 ≤ j ≤ `. Moreover, if
the leaves of the unstable foliation are dense in Ω, then there is a unique SRB measure
supported on Ω.
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Case E cs ⊕ Eu: decay of correlations

Let f ∈ Diff1+η(M) and Ω ⊂ M be an attractor such that TΩM = E cs ⊕ E u. Assume the
unstable manifolds of points in Ω are dense in Ω (in particular, the SRB in Ω is unique).

Theorem 4.27 (Dolgopyat 2000)

If dim(M) = 3 and E cs = E c ⊕ E s with E c mostly contracting, then the SRB measure
has exponential decay of correlations for Hölder continuous observables.

Theorem 4.28 (Castro 2002)

If f has a finite Markov partition and E cs is mostly contracting, then the SRB measure
has exponential decay of correlations for Hölder continuous observables.

Theorem 4.29 (Castro 2004)

If dim(E cs) = 1 and E cs is mostly contracting, then the SRB measure has exponential
decay of correlations for Hölder continuous observables.
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Krzyżewski, K. and W. Szlenk (1969). “On invariant measures for expanding
differentiable mappings”. Studia Math. 33, pp. 83–92.

Liverani, C., B. Saussol, and S. Vaienti (1999). “A probabilistic approach to
intermittency”. Ergodic Theory Dynam. Systems 19.3, pp. 671–685.

Melbourne, I. (2009). “Large and moderate deviations for slowly mixing dynamical
systems”. Proc. Amer. Math. Soc. 137.5, pp. 1735–1741.

Melbourne, I. and M. Nicol (2005). “Almost sure invariance principle for nonuniformly
hyperbolic systems”. Comm. Math. Phys. 260.1, pp. 131–146.

116



References V

Melbourne, I. and M. Nicol (2008). “Large deviations for nonuniformly hyperbolic
systems”. Trans. Amer. Math. Soc. 360.12, pp. 6661–6676.

Melbourne, I. and M. Nicol (2009). “A vector-valued almost sure invariance principle for
hyperbolic dynamical systems”. Ann. Probab. 37.2, pp. 478–505.
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